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Chères et chers collègues, 
 
 
 
En ce début d’année, je ne voudrais pas faillir à la tradition des vœux. D’autant plus que cette nouvelle année 
se montre remplie d’incertitudes. Même pour nous astronomes traditionnellement équipés de grandes 
lorgnettes, il est difficile de voir  où va la recherche française. Les grandes lignes en sont connues : 
recentrement sur les universités, mise en place d’une politique par projets avec l’ANR, mise en place de 
comités d’évaluations internationaux avec l’AERES, affichage d’une politique budgétaire ambitieuse. Mais, 
la mise en place de cette politique se heurte à une multitude de détails, dont le moindre n’est pas la place 
dévolue aux organismes de recherche comme le CNRS. Et, comme toujours, l’enfer est dans les détails. Est-
ce que toute cette agitation apportera un nouveau départ pour la recherche en France ?  ou ne fera t-elle que 
détruire ce qui fonctionnait bien ? Il est encore trop tôt pour le savoir. Il y a des bonnes choses dans ces 
réformes, mais les mettre en place en préservant l’acquit n’est pas facile. Sans sectarisme, ni a priori, il faut 
accompagner le mouvement, en restant lucides sur l’impact réel des nouvelles mesures sur la recherche en 
France. Mais au-delà des problèmes de chapelles des uns et des autres, d’organisation, ou de financement, la 
recherche repose sur les laboratoires et les femmes et les hommes qui y travaillent. Tant que vous garderez 
votre enthousiasme et votre ambition, l’IAP restera ce laboratoire exceptionnel. Et c’est ce qu’il faut 
souhaiter 
 
Je vous souhaite à tous une excellente année, à vous et à vos proches. 
 
 
 
 
 

 
 
                                                                                                              Laurent Vigroux 
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Outline

• Cosmology from Cosmic Microwave Background, weak gravitational lensing, 
and Supernovae type Ia

• Systematics in SNIa: photometric accuracy, dust reddening

• Model selection and Bayesian evidence

• A new method to sample the parameter space and compute
the Bayesian evidence

• Results for model selection



Questions in cosmology

• How did the Universe begin, how does it evolve?

• What is it made of?

• How do structures form? (Dark matter, halos, galaxies, ...)
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Dark Energy:
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Ων < 0.03

density parameters Ωi ≡ ρi/ρc

critical density: ρc = 3H2
0/(8πG) = 10−29 g cm−3

total matter density: Ωm = Ωcdm + Ωb 3/30
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Dark energy or cosmological constant?

w = p/( ρ c2)
w ≠ -1 w = -1



Structure formation

time

• Structure formation on large scales depends on cosmological parameters

• Structures consist mainly (80%) of invisible dark matter

• Galaxies as dark-matter tracers requires complex physics
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Gravitational lensing as probe of the large-scale 
structure

• Light from distant galaxies is continuously deflected along its path through
the inhomogeneous Universe

• Light bundles are differentially ‘lensed’ by tidal matter field

• Galaxy images are coherently distorted → shape correlations, depending on 
statistical properties of (projected) large-scale structure

Lensing
by
the
large-
scale
structureLensing by the large-scale structure Gravitational lensing: examples

Probing matter distribution using distant galaxies

• Light from distant galaxies is continuously deflected on its way
through an inhomogeneous Universe

• Light bundles are differentially distorted due to gravitational
lensing by tidal field of large-scale structure (LSS)

Weak Lensing and Cosmology 6 / 95
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• Images of galaxies are coherently
distorted leading to shape correlations
which depend on statistical properties
of LSS

• Probes total (dark+luminous) matter,
no tracer for dark matter needed

• Distortions are very small (weak
lensing regime), can be detected only
statistically using large number of
galaxies

3 Mpc

“Cosmic shear”

Weak Lensing and Cosmology 7 / 95

‘Cosmic shear’



Weak cosmological lensing ...

• probes structures @ z=0.3 ... 1, where accelerated expansion sets in

• probes both growth of structure and geometry of Universe → can distinguish 
between modified gravity and dark energy
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Weak lensing observations!"#$$%"&'"'()"*)&#"+&'&,

Observationalas-
pects
of
weak
lensingObservational aspects of weak lensing Shape measurement

Measuring ellipticity

Reminder:
Weak gravitational lensing causes small image distortions.
(Linearized) lens mapping: circle → ellipse.

Need to measure “ellipticity” for irregular shaped objects such as faint,
high-redshift galaxies...

[Y. Mellier]
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• Gravitational lensing 
effect much smaller than 
intrinsic galaxy shapes or 
instrumental/atmospheric 
distortions

• Need to estimate 
accurate shapes of 
millions of galaxy images



Weak lensing data

• Canada-France Hawaii Telescope (CFHT): 
3.6m telescope
MegaCam: 1 deg2 field of view (4x full moon)

• Legacy Survey (LS): 500 nights (2003-2008), 
five optical bands, final area 170 deg2

• 3rd data release: 57 deg2, 2 million galaxies, 
only one band

8 d
egr

ees

[Fu, Hoekstra, Semboloni, MK et al. 2008]
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CFHTLS lensing data used for:

• Modified gravity:

Yukawa-, Uzan-Bernardeau potentials [Doré, Martig, Mellier, MK et al. 2009] 

no deviation from GR for 0.04 Mpc... 10 Mpc

Constraints on gravitational slip (ψ≠φ) [Daniel, Caldwell, Cooray & Melchiorri 2008]

DGP models excluded at 2σ [Thomas, Abdalla & Weller 2008]

• Dark energy constraints [MK, Benabed, Guy, Astier et al. 2009, Wraith, MK, Benabed, Cappé et al. 
2009]

no deviation from Λ

• Neutrino masses [Tereno, Schimd, Uzan, MK et al. 2009, Ichiki, Takada & Takahashi 2009]
∑ m < 0.54 eV



Supernovae of type Ia (SNIa)

• SNIa are thermo-nuclear explosions of a white dwarf with 1.4 solar masses

• They are standard candles: having universal intrinsic luminosity, observed 
luminosity only depends on distance

• Distance as function of redshift depends on expansion history of Universe

40 P. Astier et al. (SNLS Collaboration): SNLS 1st year data set

5.4. Cosmological fits

From the fits to the light-curves (Sect. 5.1), we computed a
rest-frame-B magnitude, which, for perfect standard candles,
should vary with redshift according to the luminosity distance.
This rest-frame-B magnitude refers to observed brightness, and
therefore does not account for brighter-slower and brighter-
bluer correlations (see Guy et al. 2005 and references therein).
As a distance estimator, we use:

µB = m∗B − M + α(s − 1) − βc
where m∗B, s and c are derived from the fit to the light curves,
and α, β and the absolute magnitude M are parameters which
are fitted by minimizing the residuals in the Hubble diagram.
The cosmological fit is actually performed by minimizing:

χ2 =
∑

objects

(
µB − 5 log10(dL(θ, z)/10 pc)

)2

σ2(µB) + σ2
int

,

where θ stands for the cosmological parameters that define the
fitted model (with the exception of H0), dL is the luminos-
ity distance, and σint is the intrinsic dispersion of SN abso-
lute magnitudes. We minimize with respect to θ, α, β and M.
Since dL scales as 1/H0, only M depends on H0. The definition
of σ2(µB), the measurement variance, requires some care. First,
one has to account for the full covariance matrix of m∗B, s and c
from the light-curve fit. Second, σ(µB) depends on α and β;
minimizing with respect to them introduces a bias towards in-
creasing errors in order to decrease the χ2, as originally noted
in Tripp (1998). When minimizing, we therefore fix the val-
ues of α and β entering the uncertainty calculation and update
them iteratively. σ(µB) also includes a peculiar velocity con-
tribution of 300 km s−1. σint is introduced to account for the
“intrinsic dispersion” of SNe Ia. We perform a first fit with an
initial value (typically 0.15 mag), and then calculate the σint

required to obtain a reduced χ2 = 1. We then refit with this
more accurate value. We fit 3 cosmologies to the data: a Λ cos-
mology (the parameters beingΩM andΩΛ), a flatΛ cosmology
(with a single parameter ΩM), and a flat w cosmology, where w
is the constant equation of state of dark energy (the parameters
are ΩM and w).

The Hubble diagram of SNLS SNe and nearby data is
shown in Fig. 4, together with the best fit Λ cosmology for
a flat Universe. Two events lie more than 3σ away from the
Hubble diagram fit: SNLS-03D4au is 0.5 mag fainter than the
best-fit and SNLS-03D4bc is 0.8 mag fainter. Although, keep-
ing or removing these SNe from the fit has a minor effect on
the final result, they were not kept in the final cosmology fits
(since they obviously depart from the rest of the population)
which therefore make use of 44 nearby objects and 71 SNLS
objects.

The best-fitting values of α and β are α = 1.52 ± 0.14
and β = 1.57 ± 0.15, comparable with previous works using
similar distance estimators (see for example Tripp 1998). As
discussed by several authors (see Guy et al. (2005) and ref-
erences therein), the value of β does differ considerably from
RB = 4, the value expected if color were only affected by
dust reddening. This discrepancy may be an indicator of intrin-
sic color variations in the SN sample (e.g. Nobili et al. 2003),
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Fig. 4. Hubble diagram of SNLS and nearby SNe Ia, with various cos-
mologies superimposed. The bottom plot shows the residuals for the
best fit to a flat Λ cosmology.

and/or variations in RB. For the absolute magnitude M, we ob-
tain M = −19.31 ± 0.03 + 5 log10 h70.

The parameters α, β and M are nuisance parameters in the
cosmological fit, and their uncertainties must be accounted for
in the cosmological error analysis. The resulting confidence
contours are shown in Figs. 5 and 6, together with the product
of these confidence estimates with the probability distribution
from baryon acoustic oscillations (BAO) measured in the SDSS
(Eq. (4) in Eisenstein et al. 2005). We impose w = −1 for the
(ΩM,ΩΛ) contours, and Ωk = 0 for the (ΩM, w) contours. Note
that the constraints from BAO and SNe Ia are quite comple-
mentary. The best-fitting cosmologies are given in Table 3.

Using Monte Carlo realizations of our SN sample, we
checked that our estimators of the cosmological parameters
are unbiased (at the level of 0.1σ), and that the quoted
uncertainties match the observed scatter. We also checked
the field-to-field variation of the cosmological analysis. The
four ΩM values (one for each field, assuming Ωk = 0) are
compatible at 37% confidence level. We also fitted separately
the Ia and Ia* SNLS samples and found results compatible at
the 75% confidence level.
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• SNLS: Supernova Legacy Survey [Astier et al. 2006]

• 1st year data: 71 distant (+ 44 nearby SNe)

• Imaging: CFHT in 5 optical bands, 4 deg2

• Spectroscopy follow-up (for redshift, type): VTL, Gemini, Keck (8m class 
telescopes)

SNIa data

P. Astier et al. (SNLS Collaboration): SNLS 1st year data set 35
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Fig. 1. Observed light-curves points of the SN Ia SNLS-04D3fk
in gM, rM, iM and zM bands, along with the multi-color light-curve
model (described in Sect. 5.1). Note the regular sampling of the ob-
servations both before and after maximum light. With a SN redshift
of 0.358, the four measured pass-bands lie in the wavelength range
of the light-curve model, defined by rest-frame U to R bands, and
all light-curves points are therefore fitted simultaneously with only
four free parameters (photometric normalization, date of maximum, a
stretch and a color parameter).

The χ2
n contribution of every individual image is evaluated, and

outliers>5σ (due to, for example, unidentified cosmic rays) are
discarded; this cut eliminates 1.4% of the measurements on av-
erage. The covariance of the per-night fluxes is then extracted,
and normalized so that the minimum χ2

n per degree of free-
dom is 1. This translates into an “effective” flux uncertainty
derived from the scatter of repeated observations rather than
from first principles. If the only source of noise (beyond photon
statistics) were pixel correlations introduced by image resam-
pling, we would expect an average χ2

n/Nd.o.f. of 1.25, as all flux
variances are on average under-estimated by 25%. Our average
value is 1.55; hence we conclude that our photometric uncer-
tainties are only ∼12% (

√
(1.55/1.25) − 1) larger than photon

statistics, leaving little margin for drastic improvement.
Table 2 summarizes the statistics of the differential pho-

tometry fits in each filter. The larger values of χ2
n/Nd.o.f. in iM

and zM probably indicate contributions from residual fringes.
Examples of SNe Ia light-curves points are presented in Figs. 1
and 2 showing SNe at z = 0.358 and z = 0.91 respectively.
Also shown on these figures are the results of the light-curves
fits described in Sect. 5.1.

The next section discusses how accurately the SN fluxes
can be extracted from the science frames relative to nearby
field stars, i.e. how well the method assigns magnitudes to SNe,
given magnitudes of the field stars which are used for photo-
metric calibration, called tertiary standards hereafter.

3.4. Photometric alignment of supernovae relative
to tertiary standards

The SN flux measurement technique of Sect. 3.2 delivers
SN fluxes on the same photometric scale as the reference im-
age. In this Section, we discuss how we measure ratios of the
SN fluxes to those of the tertiary standards (namely stars in the

JD 2450000+
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Fl
ux
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Mr
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0
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Fig. 2. Observed light-curves points of the SN Ia SNLS-04D3gx at z =
0.91. With a SN redshift of 0.91, only two of the measured pass-bands
lie in the wavelength range of the light-curve model, defined by rest-
frame U to R bands, and are therefore used in the fit (shown as solid
lines). Note the excellent quality of the photometry at this high redshift
value. Note also the clear signal observed in rM and even in gM, which
correspond to central wavelength of respectively λ ∼ 3200 Å and λ ∼
2500 Å in the SN rest-frame.

Table 2. Average number of images and nights per band for each
SNLS light-curve. Note that there is less data in gM and zM. The χ2

n col-
umn refers to the last fit that imposes equal fluxes on a given night. The
expected value is 1.25 (due to pixel correlations), so we face a mod-
erate scatter excess of about 12% over photon statistics. The larger
values in iM and zM indicate that fringes play a role in this excess. The
last column displays the average wavelength of the effective filters
in Å.

Band Average nb. Average nb. χ2
n Central

of images of epochs per d.o.f. wavelength

gM 40 9.8 1.50 4860

rM 75 14.4 1.40 6227

iM 100 14.8 1.63 7618

zM 60 7.9 1.70 8823

SNLS fields). The absolute flux calibration of the tertiary stan-
dards themselves is discussed in Sect. 4.

The image model that we use to measure the SN fluxes
(Eq. (1)) can also be adapted to fit the tertiary standards by
setting the “underlying galaxy model” to zero. We measure
the fluxes of field stars by running the same simultaneous fit
to the images used for the supernovae, but without the “zero-
flux” images, and without an underlying galaxy. As this fitting
technique matches that used for the SNe as closely as possible,
most of the systematics involved (such as astrometric align-
ment residuals, PSF model uncertainties, and the convolution
kernel modeling) cancel in the flux ratios.

For each tertiary standard (around 50 per CCD), we ob-
tain one flux for each image (as done for the SNe), expressed
in the same units. From the magnitudes of these fitted stars,
we can extract a photometric zero point for the PSF photom-
etry for every star on every image, which should be identical
within measurement uncertainties. Several systematic checks
were performed to search for trends in the fitted zero-points
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SNLS light-curve. Note that there is less data in gM and zM. The χ2

n col-
umn refers to the last fit that imposes equal fluxes on a given night. The
expected value is 1.25 (due to pixel correlations), so we face a mod-
erate scatter excess of about 12% over photon statistics. The larger
values in iM and zM indicate that fringes play a role in this excess. The
last column displays the average wavelength of the effective filters
in Å.

Band Average nb. Average nb. χ2
n Central

of images of epochs per d.o.f. wavelength

gM 40 9.8 1.50 4860

rM 75 14.4 1.40 6227

iM 100 14.8 1.63 7618

zM 60 7.9 1.70 8823

SNLS fields). The absolute flux calibration of the tertiary stan-
dards themselves is discussed in Sect. 4.

The image model that we use to measure the SN fluxes
(Eq. (1)) can also be adapted to fit the tertiary standards by
setting the “underlying galaxy model” to zero. We measure
the fluxes of field stars by running the same simultaneous fit
to the images used for the supernovae, but without the “zero-
flux” images, and without an underlying galaxy. As this fitting
technique matches that used for the SNe as closely as possible,
most of the systematics involved (such as astrometric align-
ment residuals, PSF model uncertainties, and the convolution
kernel modeling) cancel in the flux ratios.

For each tertiary standard (around 50 per CCD), we ob-
tain one flux for each image (as done for the SNe), expressed
in the same units. From the magnitudes of these fitted stars,
we can extract a photometric zero point for the PSF photom-
etry for every star on every image, which should be identical
within measurement uncertainties. Several systematic checks
were performed to search for trends in the fitted zero-points

z=0.358 z=0.91

time [days]
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• Uncertainties in photometry
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→ biased cosmological parameters
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0

SNLS-04D3fk

Fig. 1. Observed light-curves points of the SN Ia SNLS-04D3fk
in gM, rM, iM and zM bands, along with the multi-color light-curve
model (described in Sect. 5.1). Note the regular sampling of the ob-
servations both before and after maximum light. With a SN redshift
of 0.358, the four measured pass-bands lie in the wavelength range
of the light-curve model, defined by rest-frame U to R bands, and
all light-curves points are therefore fitted simultaneously with only
four free parameters (photometric normalization, date of maximum, a
stretch and a color parameter).

The χ2
n contribution of every individual image is evaluated, and

outliers>5σ (due to, for example, unidentified cosmic rays) are
discarded; this cut eliminates 1.4% of the measurements on av-
erage. The covariance of the per-night fluxes is then extracted,
and normalized so that the minimum χ2

n per degree of free-
dom is 1. This translates into an “effective” flux uncertainty
derived from the scatter of repeated observations rather than
from first principles. If the only source of noise (beyond photon
statistics) were pixel correlations introduced by image resam-
pling, we would expect an average χ2

n/Nd.o.f. of 1.25, as all flux
variances are on average under-estimated by 25%. Our average
value is 1.55; hence we conclude that our photometric uncer-
tainties are only ∼12% (

√
(1.55/1.25) − 1) larger than photon

statistics, leaving little margin for drastic improvement.
Table 2 summarizes the statistics of the differential pho-

tometry fits in each filter. The larger values of χ2
n/Nd.o.f. in iM

and zM probably indicate contributions from residual fringes.
Examples of SNe Ia light-curves points are presented in Figs. 1
and 2 showing SNe at z = 0.358 and z = 0.91 respectively.
Also shown on these figures are the results of the light-curves
fits described in Sect. 5.1.

The next section discusses how accurately the SN fluxes
can be extracted from the science frames relative to nearby
field stars, i.e. how well the method assigns magnitudes to SNe,
given magnitudes of the field stars which are used for photo-
metric calibration, called tertiary standards hereafter.

3.4. Photometric alignment of supernovae relative
to tertiary standards

The SN flux measurement technique of Sect. 3.2 delivers
SN fluxes on the same photometric scale as the reference im-
age. In this Section, we discuss how we measure ratios of the
SN fluxes to those of the tertiary standards (namely stars in the

JD 2450000+
3100 3150 3200

Fl
ux

Mg

Mi

Mr

Mz

0

SNLS-04D3gx

Fig. 2. Observed light-curves points of the SN Ia SNLS-04D3gx at z =
0.91. With a SN redshift of 0.91, only two of the measured pass-bands
lie in the wavelength range of the light-curve model, defined by rest-
frame U to R bands, and are therefore used in the fit (shown as solid
lines). Note the excellent quality of the photometry at this high redshift
value. Note also the clear signal observed in rM and even in gM, which
correspond to central wavelength of respectively λ ∼ 3200 Å and λ ∼
2500 Å in the SN rest-frame.

Table 2. Average number of images and nights per band for each
SNLS light-curve. Note that there is less data in gM and zM. The χ2

n col-
umn refers to the last fit that imposes equal fluxes on a given night. The
expected value is 1.25 (due to pixel correlations), so we face a mod-
erate scatter excess of about 12% over photon statistics. The larger
values in iM and zM indicate that fringes play a role in this excess. The
last column displays the average wavelength of the effective filters
in Å.

Band Average nb. Average nb. χ2
n Central

of images of epochs per d.o.f. wavelength

gM 40 9.8 1.50 4860

rM 75 14.4 1.40 6227

iM 100 14.8 1.63 7618

zM 60 7.9 1.70 8823

SNLS fields). The absolute flux calibration of the tertiary stan-
dards themselves is discussed in Sect. 4.

The image model that we use to measure the SN fluxes
(Eq. (1)) can also be adapted to fit the tertiary standards by
setting the “underlying galaxy model” to zero. We measure
the fluxes of field stars by running the same simultaneous fit
to the images used for the supernovae, but without the “zero-
flux” images, and without an underlying galaxy. As this fitting
technique matches that used for the SNe as closely as possible,
most of the systematics involved (such as astrometric align-
ment residuals, PSF model uncertainties, and the convolution
kernel modeling) cancel in the flux ratios.

For each tertiary standard (around 50 per CCD), we ob-
tain one flux for each image (as done for the SNe), expressed
in the same units. From the magnitudes of these fitted stars,
we can extract a photometric zero point for the PSF photom-
etry for every star on every image, which should be identical
within measurement uncertainties. Several systematic checks
were performed to search for trends in the fitted zero-points

Solid: with systematics.
Dashed: ignoring sys.

with systematics ignoring systematics
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Fig. 3. Variance of 〈M2
ap〉 from the numerical simulations (solid lines)

and CFHTLS data (dashed). The rms used for the merged catalogue

(from Fu et al. 2008), which we use for the cosmological constraints,

is the dotted line.

the empirical law between limiting magnitude and mean red-

shift from van Waerbeke et al. (2006) this translates into a

z-variance of 0.03. Using the approximate relation from lin-

ear theory 〈M2
ap〉 ∝ z1.5 we find an additional expected vari-

ance of about 4.5%. We conclude that the observed E-mode

field-to-field variance is larger than predicted by at most 5%-

15%. It is difficult to assess the influence of this additional er-

ror on the complete galaxy catalogue used here. First, we do

not know how scales larger than 30 arc minutes are affected.

Second, the shear correlation used to constrain cosmology is

calculated with many more galaxy pairs than in this field-to-

field analysis, with a large number of pairs stemming from dif-

ferent MegaCam pointings.

To summarise the results on weak lensing systematics, we

note that this study is far from complete. Other tests focus-

ing on the PSF correction have been made in F08, and exten-

sive studies going into much more detail as presented here will

be published soon (van Waerbeke et al. in prep.). Moreover,

whereas the influence of a potentially erroneous shear redshift-

scaling on cosmology has been inferred, this could not be done

with the field-to-field variation.

3.3. Systematics for SNIa

Unlike systematics in weak lensing shape measurements which

are difficult to model, the observation-related systematics for

SN are more easily parametrised. In the next section we take

into account errors in the estimated distance modulus due to

uncertainties in the photometric calibration. The results of the

MCMC analysis for the SNIa internal parameters are given in

Table 3.

3.3.1. Bias due to systematics

When ignoring sources of systematic errors one risks of obtain-

ing overly optimistic cosmological constraints and infer biased

best-fit parameters. We compare this case, using eq. (7) as the

log-likelihood, with the case of fully taking into account the

systematics according to the log-likelihood (9).

As can be seen in Fig. 4, ignoring the zero-point errors leads

to an asymmetric decrease of the error bars. The constraints get

tighter, mainly along the direction of constant luminosity dis-

tance, which is the parameter-degeneracy direction. The effect

is asymmetric due to the cut-off for Ωm → 0. The error bars

decrease by about 10%, see Table 2. The bias on parameter

means is small, between 10% and 20% of the statistical uncer-

tainty. The bias on the intrinsic SNIa parameters (M,α, β) is

even smaller, not more than a few percent of the statistical un-

certainty. For a fixed Ωm = 0.25, the absolute biases on both

the eos parameter (forΩde = 1−Ωm) and the dark-energy den-
sity (for w = −1) are smaller than for the marginalised case,
but remain to be about a tenth of the statistical error.

As mentioned in Sect. 2.2, we obtain unbiased best-fit val-

ues for the stretch and color response parameters, α and β,

respectively (see Table 3). These differ by about 15% from

the (biased) values given in A06. The absolute magnitude M

is consistent with A06. The parameters describing the zero-

point shifts (θ10 to θ17) are all consistent with zero. Except for

θ13 = ∆z they have zero mean and rms of about 0 .
m01. The

influence of the derivative (eq. 8) on the second term of the

likelihood (eq. 9) is small in comparison with the first term.

Table 2. Parameter means and 68%-confidence intervals when, re-

spectively, ignoring and taking into account the systematic errors in

the form of photometric zero-point fluctuations, see Sect. 3.3.1.

w = −1

With systematics Ignoring systematics

Ωm 0.34+0.21−0.18 0.30+0.19−0.16

Ωde 0.87+0.30−0.27 0.83+0.27−0.23

Ωde(Ωm = 0.25) 0.76+0.10−0.12 0.75+0.09−0.09

flat Universe

With systematics Ignoring systematics

Ωm 0.32+0.11−0.20 0.31+0.11−0.17

w −1.38+0.46−0.91 −1.32+0.39−0.80

w(Ωm = 0.25) −1.00+0.12−0.12 −1.01+0.09−0.10

Error bars 
underestimated 

by 10%-20%
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Fig. 9. 68% and 95% confidence levels for CMB (orange, solid lines), CMB+lensing (green dashed), CMB+SNIa (magenta dotted) and

CMB+lensing+SNIa (blue dash-dotted). Systematics are ignored in this plot.

to the simplest extension of the ‘vanilla’ ΛCDM model which

goes beyond a cosmological constant.

The joint constraints including the modelled systematics in

the data sets are w = −1.02+0.08+0.14−0.08−0.16 (68% and 95% confidence,

respectively). Without taking the systematics into account, the

result isw = −1.01±0.06±0.12, representing 25% smaller error
bars. With the current data there is no evidence for a dynamical

dark-energy component not being the cosmological constant.

Two potential sources of bias in the third-year CFHTLS-

Wide lensing data are scrutinised. One, the measured variations

of the shear signal (aperture-mass dispersion 〈M2
ap〉) between

MegaCam pointings are compared to N-body simulations. We

estimate the measured fluctuations to be higher than expected

by not more than about 5% to 15% on scales below 30 arc

minutes. Whereas this might be a hint of systematics in the

data, it is not straightforward to model and to assess its effect

on cosmology. The second issue are systematics in the shape

measurements which seem to lead to an underestimation of the

lensing signal at high redshift. We devised a very simple model

of this potential systematics by multiplying the lensing effi-

ciency above z = 1 with a constant c0 > 0, to mimic the effect

of a decreased measured shear. Marginalising over cosmologi-

cal parameters, using weak lensing alone, yields c0 = 1.1±0.6.
All probes combined do not constrain c0 much better, we find

c0 = 1.1± 0.5. Restricting ourselves to c0 < 1, implying an un-
derestimation of the lensing signal, increases σ8 by about 8%

for a fixed Ωm = 0.25, which is roughly equal to the statisti-

cal error. Therefore, in the framework of this simple model, the
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Fig. 9. 68% and 95% confidence levels for CMB (orange, solid lines), CMB+lensing (green dashed), CMB+SNIa (magenta dotted) and

CMB+lensing+SNIa (blue dash-dotted). Systematics are ignored in this plot.

to the simplest extension of the ‘vanilla’ ΛCDM model which

goes beyond a cosmological constant.

The joint constraints including the modelled systematics in

the data sets are w = −1.02+0.08+0.14−0.08−0.16 (68% and 95% confidence,

respectively). Without taking the systematics into account, the

result isw = −1.01±0.06±0.12, representing 25% smaller error
bars. With the current data there is no evidence for a dynamical

dark-energy component not being the cosmological constant.

Two potential sources of bias in the third-year CFHTLS-

Wide lensing data are scrutinised. One, the measured variations

of the shear signal (aperture-mass dispersion 〈M2
ap〉) between

MegaCam pointings are compared to N-body simulations. We

estimate the measured fluctuations to be higher than expected

by not more than about 5% to 15% on scales below 30 arc

minutes. Whereas this might be a hint of systematics in the

data, it is not straightforward to model and to assess its effect

on cosmology. The second issue are systematics in the shape

measurements which seem to lead to an underestimation of the

lensing signal at high redshift. We devised a very simple model

of this potential systematics by multiplying the lensing effi-

ciency above z = 1 with a constant c0 > 0, to mimic the effect

of a decreased measured shear. Marginalising over cosmologi-

cal parameters, using weak lensing alone, yields c0 = 1.1±0.6.
All probes combined do not constrain c0 much better, we find

c0 = 1.1± 0.5. Restricting ourselves to c0 < 1, implying an un-
derestimation of the lensing signal, increases σ8 by about 8%

for a fixed Ωm = 0.25, which is roughly equal to the statisti-

cal error. Therefore, in the framework of this simple model, the
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Table 5. CMB, lensing and SNIa in various combinations. The mean and 68% marginals are given. For the first four cases systematics are

ignored, the last column includes all systematics, from both lensing and supernovae (see Sect. 2.2.4).

Parameter CMB CMB+Lens CMB+SN CMB+Lens+SN CMB+Lens+SN+sys

Ωb 0.045+0.020
−0.016

0.041+0.016
−0.008

0.0433+0.0028
−0.0026

0.0432+0.0026
−0.0023

0.0428 ± 0.0029

Ωm 0.262+0.099
−0.093

0.242+0.092
−0.048

0.257+0.025
−0.023

0.253+0.018
−0.016

0.251+0.023
−0.018

τ 0.087 ± 0.016 0.086+0.016
−0.017

0.088+0.019
−0.016

0.088+0.019
−0.015

0.088 ± 0.017

w −1.08+0.39
−0.53

−1.09+0.24
−0.22

−1.025+0.071
−0.072

−1.010+0.059
−0.060

−1.021+0.079
−0.081

ns 0.963+0.019
−0.014

0.961+0.014
−0.016

0.962 ± 0.015 0.963+0.015
−0.014

0.963+0.014
−0.015
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−0.14
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2.41 ± 0.11

h 0.74+0.18
−0.12

0.754+0.096
−0.089

0.719+0.025
−0.022

0.720+0.023
−0.021

0.723+0.027
−0.025

σ8 0.82+0.14
−0.15
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−0.069
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Fig. 8. 68% and 95% confidence levels for the three parameters which

are affected most by systematics (Ωm,w,σ8). Solid (dashed) contours

correspond to the case of ignoring (including) systematics.

3.4. Combined constraints from lensing, SNIa and

CMB

We will now discuss the main results of this paper. Joint con-

straints using lensing, SNIa and CMB are compared for the two

cases with and without taking systematics into account. In the

former, both lensing and supernovae systematics are included.

The results are given in Table 5, Fig. 8 and Fig. 9. We show

the best-fit angular and 3d power spectra in Fig. 10. A CAMB

parameter file with our best-fit parameter values is available for

download9.

With the current data, SNIa is more efficient than lensing

in helping decrease uncertainties. CMB+SNIa gives nearly as

9 http://www2.iap.fr/users/kilbinge/params.ini

tight constraints as CMB+SNIa+lensing for most parameters.

The reason is that SNIa data show different degeneracy direc-

tions, in particular for the pairΩm-w (see right panel of Fig. 4).

This helps to pin down w and thus, the main degeneracy for

CMB is largely lifted. As stated in the previous section, this is

not the case for lensing — lensing without tomography cannot

constrain w. The consequence is that even parameters to which

SNIa is not sensitive, e.g. Ωb, are very accurately determined

for the combination CMB+SNIa.

Nevertheless, lensing improves constraints from WMAP5

substantially. Some CMB-related near-degeneracies which

arise in the wCDM model are partially lifted in combination

with lensing. In particular for (Ωm,σ8), there is a large gain

when lensing data is added.

The effect of systematics on the parameters means and er-

rors can be assessed by comparing the last two columns of

Table 5. The shift of the best-fit values is less than 15% of the

statistical error in all cases. Including systematics in the anal-

ysis increases the error bars by 10%-35%, where Ωm, w and

σ8 are affected most. Varying the lensing redshift for the bias

z0 from 1.0 to 0.8 and 1.2 changes the results by less then one

percent.

4. Discussion

In this paper we combine three different cosmological probes

to test a possible deviation from a cosmological constant: (1)

Weak gravitational lensing as a probe of structure formation

and geometry in the redshift range of about 0.2 to 0.8. (2)

Supernovae Ia as standard(isable) candles up to redshift unity.

(3) CMB anisotropies supplying a wealth of information of the

recombination era (z ≈ 1100) and, to a lesser extend, of the

Universe up to the re-ionisation epoch (z ≈ 6 − 15). The data

sets are (1) CFHTLS-Wide T0003 (see F08), (2) SNLS first-

year (A06) and (3) WMAP five-year (H09), respectively.

We test models in the context of a flat CDM cosmology

with a dark- or vacuum-energy component with free but con-

stant equation-of-state parameter w = p/ρc2. This corresponds
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Table 5. CMB, lensing and SNIa in various combinations. The mean and 68% marginals are given. For the first four cases systematics are

ignored, the last column includes all systematics, from both lensing and supernovae (see Sect. 2.2.4).
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Fig. 8. 68% and 95% confidence levels for the three parameters which

are affected most by systematics (Ωm,w,σ8). Solid (dashed) contours

correspond to the case of ignoring (including) systematics.

3.4. Combined constraints from lensing, SNIa and

CMB

We will now discuss the main results of this paper. Joint con-

straints using lensing, SNIa and CMB are compared for the two

cases with and without taking systematics into account. In the

former, both lensing and supernovae systematics are included.

The results are given in Table 5, Fig. 8 and Fig. 9. We show

the best-fit angular and 3d power spectra in Fig. 10. A CAMB

parameter file with our best-fit parameter values is available for

download9.

With the current data, SNIa is more efficient than lensing

in helping decrease uncertainties. CMB+SNIa gives nearly as

9 http://www2.iap.fr/users/kilbinge/params.ini

tight constraints as CMB+SNIa+lensing for most parameters.

The reason is that SNIa data show different degeneracy direc-

tions, in particular for the pairΩm-w (see right panel of Fig. 4).

This helps to pin down w and thus, the main degeneracy for

CMB is largely lifted. As stated in the previous section, this is

not the case for lensing — lensing without tomography cannot

constrain w. The consequence is that even parameters to which

SNIa is not sensitive, e.g. Ωb, are very accurately determined

for the combination CMB+SNIa.

Nevertheless, lensing improves constraints from WMAP5

substantially. Some CMB-related near-degeneracies which

arise in the wCDM model are partially lifted in combination

with lensing. In particular for (Ωm,σ8), there is a large gain

when lensing data is added.

The effect of systematics on the parameters means and er-

rors can be assessed by comparing the last two columns of

Table 5. The shift of the best-fit values is less than 15% of the

statistical error in all cases. Including systematics in the anal-

ysis increases the error bars by 10%-35%, where Ωm, w and

σ8 are affected most. Varying the lensing redshift for the bias

z0 from 1.0 to 0.8 and 1.2 changes the results by less then one

percent.

4. Discussion

In this paper we combine three different cosmological probes

to test a possible deviation from a cosmological constant: (1)

Weak gravitational lensing as a probe of structure formation

and geometry in the redshift range of about 0.2 to 0.8. (2)

Supernovae Ia as standard(isable) candles up to redshift unity.

(3) CMB anisotropies supplying a wealth of information of the

recombination era (z ≈ 1100) and, to a lesser extend, of the

Universe up to the re-ionisation epoch (z ≈ 6 − 15). The data

sets are (1) CFHTLS-Wide T0003 (see F08), (2) SNLS first-

year (A06) and (3) WMAP five-year (H09), respectively.

We test models in the context of a flat CDM cosmology

with a dark- or vacuum-energy component with free but con-

stant equation-of-state parameter w = p/ρc2. This corresponds

CMB SNIa BAO lens Lyα clust gal w

MK et al. 2009 x x x -0.18 < 1+w < 0.12

Mantz et al. 2009 x x x x -0.08 < 1+w < 0.04 (68%)

Seljak et al. 2005 x x x x -0.08 < 1+w < 0.10

Komatsu et al. 2008 x x x -0.11 < 1+w < 0.14

Jarvis et al. 2006 x x x -0.10 < 1+w < 0.27 

Wang & Mukherjee 2006 x x x -0.17 < 1+w < 0.16

Joint constraints on dark energy



SNIa systematics: dust absorption

• Dust (in Milky Way, inter-galactic
medium, SN host galaxy) absorbs light,
SNIa dimmer, has to be corrected for

• More absorption at shorter wave-
lengths (bluer bands)

• Linear correction:
                 Δ(brightness) = β × color
β depends on dust properties

• Up to now: 
- color correction due to one dust comp.
- inter-galactic medium neglected

P. Astier et al. (SNLS Collaboration): SNLS 1st year data set 35
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Fig. 1. Observed light-curves points of the SN Ia SNLS-04D3fk
in gM, rM, iM and zM bands, along with the multi-color light-curve
model (described in Sect. 5.1). Note the regular sampling of the ob-
servations both before and after maximum light. With a SN redshift
of 0.358, the four measured pass-bands lie in the wavelength range
of the light-curve model, defined by rest-frame U to R bands, and
all light-curves points are therefore fitted simultaneously with only
four free parameters (photometric normalization, date of maximum, a
stretch and a color parameter).

The χ2
n contribution of every individual image is evaluated, and

outliers>5σ (due to, for example, unidentified cosmic rays) are
discarded; this cut eliminates 1.4% of the measurements on av-
erage. The covariance of the per-night fluxes is then extracted,
and normalized so that the minimum χ2

n per degree of free-
dom is 1. This translates into an “effective” flux uncertainty
derived from the scatter of repeated observations rather than
from first principles. If the only source of noise (beyond photon
statistics) were pixel correlations introduced by image resam-
pling, we would expect an average χ2

n/Nd.o.f. of 1.25, as all flux
variances are on average under-estimated by 25%. Our average
value is 1.55; hence we conclude that our photometric uncer-
tainties are only ∼12% (

√
(1.55/1.25) − 1) larger than photon

statistics, leaving little margin for drastic improvement.
Table 2 summarizes the statistics of the differential pho-

tometry fits in each filter. The larger values of χ2
n/Nd.o.f. in iM

and zM probably indicate contributions from residual fringes.
Examples of SNe Ia light-curves points are presented in Figs. 1
and 2 showing SNe at z = 0.358 and z = 0.91 respectively.
Also shown on these figures are the results of the light-curves
fits described in Sect. 5.1.

The next section discusses how accurately the SN fluxes
can be extracted from the science frames relative to nearby
field stars, i.e. how well the method assigns magnitudes to SNe,
given magnitudes of the field stars which are used for photo-
metric calibration, called tertiary standards hereafter.

3.4. Photometric alignment of supernovae relative
to tertiary standards

The SN flux measurement technique of Sect. 3.2 delivers
SN fluxes on the same photometric scale as the reference im-
age. In this Section, we discuss how we measure ratios of the
SN fluxes to those of the tertiary standards (namely stars in the

JD 2450000+
3100 3150 3200

Fl
ux

Mg

Mi

Mr

Mz

0

SNLS-04D3gx

Fig. 2. Observed light-curves points of the SN Ia SNLS-04D3gx at z =
0.91. With a SN redshift of 0.91, only two of the measured pass-bands
lie in the wavelength range of the light-curve model, defined by rest-
frame U to R bands, and are therefore used in the fit (shown as solid
lines). Note the excellent quality of the photometry at this high redshift
value. Note also the clear signal observed in rM and even in gM, which
correspond to central wavelength of respectively λ ∼ 3200 Å and λ ∼
2500 Å in the SN rest-frame.

Table 2. Average number of images and nights per band for each
SNLS light-curve. Note that there is less data in gM and zM. The χ2

n col-
umn refers to the last fit that imposes equal fluxes on a given night. The
expected value is 1.25 (due to pixel correlations), so we face a mod-
erate scatter excess of about 12% over photon statistics. The larger
values in iM and zM indicate that fringes play a role in this excess. The
last column displays the average wavelength of the effective filters
in Å.

Band Average nb. Average nb. χ2
n Central

of images of epochs per d.o.f. wavelength

gM 40 9.8 1.50 4860

rM 75 14.4 1.40 6227

iM 100 14.8 1.63 7618

zM 60 7.9 1.70 8823

SNLS fields). The absolute flux calibration of the tertiary stan-
dards themselves is discussed in Sect. 4.

The image model that we use to measure the SN fluxes
(Eq. (1)) can also be adapted to fit the tertiary standards by
setting the “underlying galaxy model” to zero. We measure
the fluxes of field stars by running the same simultaneous fit
to the images used for the supernovae, but without the “zero-
flux” images, and without an underlying galaxy. As this fitting
technique matches that used for the SNe as closely as possible,
most of the systematics involved (such as astrometric align-
ment residuals, PSF model uncertainties, and the convolution
kernel modeling) cancel in the flux ratios.

For each tertiary standard (around 50 per CCD), we ob-
tain one flux for each image (as done for the SNe), expressed
in the same units. From the magnitudes of these fitted stars,
we can extract a photometric zero point for the PSF photom-
etry for every star on every image, which should be identical
within measurement uncertainties. Several systematic checks
were performed to search for trends in the fitted zero-points
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Cosmic dust and cosmology with supernovae 3

βd differs from the best-fit value of β0 found in Equation 5,
a redshift-dependent magnitude bias

δmbias,i = (βd − β0) cd(zi) (10)

is introduced. The relation between βd and β0 depends on
the relative contribution of cosmic dust reddening to the
overall color scatter. Note that such a bias can be either
positive or negative.

In order to quantify the amplitude of this potential bias,
we use the estimate of the opacity of the Universe given by
Ménard et al. (2009). These authors reported reddening ef-
fects on large-scales around z ∼ 0.3 galaxies, characterized
by βd = RV+1 = 4.9±2.6. Based on these results, they pro-
posed several model-dependent estimates of the opacity of
the Universe as a function of redshift. Here we will consider
two cases:

(i) a high-AV model, shown in Figure 2.2 with the light-
blue curve. This estimate includes a redshift calibrated from
the observed amount of dust in MgII absorbers.

(ii) a low-AV model, where the cosmic density of dust is
damped by a factor (1 + z)−1. This results in a significant
suppression of the opacity at z ! 0.8. This model, shown
with the dark blue curve, is still consistent with broad ob-
servational constraints and only a factor ∼ 2 higher than
the allowed lower limits.

Recent analyses of SNe Ia point toward a value of
β0 # 2.5 (Kowalski et al. 2008) which is derived from min-
imizing the residuals in the Hubble diagram. According to
Equation 10, a component of cosmic dust with βd = 4.9 will
bias the distance modulus estimate by

δmbias(z = 0.5) # 0.05 − 0.07 mag . (11)

Given the simple scaling relations derived in §2.1, this will
in turn bias the inferred ΩM value by δΩM # 0.04 − 0.06.
This translates into a ∼ 20% bias for ΩM = 0.3. Below we
quantify this effect more accurately, using existing data.

2.3 Application to the Union supernova sample

In order to address the importance of the potential bias dis-
cussed above, we investigate the impact of cosmic dust on
a recent supernova dataset: the “Union” sample (Kowalski
et al. 2008). These authors have combined various super-
nova samples, compiling a “clean” dataset of 307 SNe with
0.015 < z < 1.55 which they used to infer cosmological pa-
rameter constraints.

Using Equation 5, we sample the parameter space con-
strained by this dataset for two cosmological models using
an adaptive importance sampling algorithm called Popula-
tion MonteCarlo (for more details, see Wraith et al. 2009)2.
We first consider a flat ΛCDM Universe using only con-
straints from the sample of supernovae. This allows us to
estimate the constraints on {ΩM, M, α, β}, the latter three
being the nusiance parameters intended to absorb the ef-
fects of the standard candle normalization. Our numerical

2 In Equation 5 the error σi for each supernova contains the co-
variance of mobs,i, si, ci (which depends on α and β), an intrinsic
absolute magnitude scatter of 0.15 and an additional uncertainty
from peculiar velocities of 300 km s−1.

Figure 1. Top: Opacity of the Universe as a function of red-
shift, in the observer-frame V band as estimated by Ménard et
al. (2009) The light blue curve shows a simple extrapolation of
the z ∼ 0.3 measurements, while the dark blue curve applies a
damping term to that extrapolation. Bottom: The data points
show the errors in the residuals of the Hubble diagram with the
Union sample of supernovae. The blue curves show the expected
contribution to the scatter in magnitudes due to intergalactic ex-
tinction.

values are presented in Table 1 and we show the posterior
distributions of M , β and ΩM in Figure 2 with the gray
histograms. Second, we consider a dark-energy model with
constant equation of state w. In order to obtain interesting
constraints, we add data from the CMB (WMAP5 distance
priors; Komatsu et al. 2008) and BAO (distance parameter
A measured from the SDSS; Eisenstein et al. 2005). The con-
straints on the parameters {w, ΩM, Ωb, h, M, α, β} are given
in Table 1 and similarly we show the posterior distribution
for ΩM, Ωb and w and h in Figure 3. In each case, we recover
results similar to Kowalski et al. (2008).

2.3.1 Smooth dust component

With the current results replicated, we can now turn our
attention toward including the effects of cosmic dust extinc-
tion. First, we consider the limiting case of a smooth cosmic
dust component. Using the two estimates of the opacity of
the Universe introduced above and treating them as per-
fectly known quantities (i.e. βd = 4.9), we can correct the
apparent magnitude mi and the net color ci of each super-
nova for the expected effect of intergalactic dust extinction,
as a function of redshift. We then use this corrected sample
and calculate the constraints on cosmological parameters as
done above.

The results are shown in Figure 2 and Table 1. We first
observe that the constraints on M and β are basically un-
changed. The color-magnitude correction used to convert su-

c© 0000 RAS, MNRAS 000, 000–000



SNIa systematics: dust absorption

• β = 2.0 ... 2.5 up to now

• Menard et al. 2009:
βIGM = 4.9 ± 2.6

• Ignoring this dust component 
leads to shifts in cosmological 
parameters

• Δw = 0.02 - 0.03, 25% to 30% of 
statistical error

• In future:
- corrrection object by object
- infrared less affected

4 Ménard et al.

Figure 2. Posterior probabilities for the supernovae absolute
magnitude M , the color-magnitude scaling coefficient β and the
matter density Ωm using the Union sample of supernovae for a
ΛCDM cosmology. The different models use no dust correction
(gray histogram), a correction for the high AV (z) derived by
Ménard et al. (2009) (light blue) and a low AV (z), for which dust
is suppressed at high redshifts (dark blue). The dashed curve uses
the low AV (z) and includes error measurements βd. Cosmic dust
does not affect the estimate of the nuisance parameters but does
impact the constraint on ΩM.

pernovae into standard candles is therefore not sensitive to
the presence of a redshift-dependent cosmic extinction. This
is expected as a smooth component has a minimal contribu-
tion to the scatter in magnitude and/or color to which β is
sensitive. However, the tilt induced in the Hubble diagram
by a redshift-dependent cosmic extinction significantly af-
fects the estimate of the matter density: δΩM ! 0.02, i.e. a
∼ 7% change in amplitude. This corresponds to a systematic
shift comparable to the statistical uncertainty. By compar-
ison, estimates of the absolute magnitude M and β change
by less than 10−2. When extending the cosmological model
to a wCDM (and adding constraints from CMB and BAO),
we obtain the results shown in Figure 3. As found above, the
best-fit values of M or β are unchanged (see Table 1), while
the cosmological parameters are all biased to some extent.

For a more realistic description of the properties of the
intergalactic dust we can include the measurement error on
βd. To do so, we add a Gaussian prior for βd to the χ2 with
mean 4.9 and rms 2.6 as indicated by Ménard et al. (2009).
The results for the low-AV (z) model are shown in Figures 2
& 3 using blue dashed lines. The uncertainty in βd propa-
gates into the best-fit parameter uncertainties, yielding an
increase in the width and skewness of the posterior distri-
butions.

These results illustrate that with the current formalism
being used to measure the luminosity distance from SNe Ia,
the color-magnitude correction term does not properly ac-
count for a redshift-dependent cosmic dust extinction. This,
in turn, results in biasing cosmological parameters such as

Figure 3. Same as Figure 2 but for a wCDM cosmology using
constraints from SNe Ia+CMB+BAO.

ΩM and w at a level varying from a few to 15%, i.e. offsets
comparable to the current statistical errors.

2.3.2 Clumpy dust component

Since dust is expected to originate from galaxies, the ex-
tinction effects due to intergalactic dust are related to the
underlying density field and also contribute to the scatter in
supernovae colors/magnitudes. Using a toy model we now
investigate the level at which such an effect impacts the es-
timation of cosmological parameters.

The number of halos intercepted by an average line-of-
sight, weighted by the relative wavelength dependence of the
rest-frame extinction (which follows (1 + z)γ with γ ∼ 1.2
for RV ∼ 3), is given by

Neff
h = σ n

Z z

0

(1 + z′)2+γ c
H(z′)

dz′
. Z z

0

(1 + z′)γ dz′ (12)

where σ and n are the cross-section and number density
of the galaxies responsible for most of the dust extinction.
Assuming that the amount of dust is roughly proportional
to luminosity and metallicity, Ménard et al. claim that most
of the dust originates from galaxies with L ∼ L"/2 and use
n ! 0.037 h3 Mpc−3 and σ = π r2

v, with rv ! 110 h−1kpc.
For a Poisson distribution, the level of fluctuation is

simply given by ∼ 1/
p

Neff
h . In the lower panel of Figure 2.2

we show the expected scatter in supernova magnitudes due
to the varying number of halos along different lines-of-sight.
At z = 1, the average number of halos intercepted by a line-
of-sight is of order ten and the scatter in AV is about 0.03
mag.

Comparing this quantity to the scatter in observed su-
pernova magnitudes from the Union sample (data points),
we see that the the level of scatter due to cosmic extinction

c© 0000 RAS, MNRAS 000, 000–000

[Menard, MK, Scranton 2009]



Model selection

• Traditional parameter estimation:
Q: For a specific model with n parameters which is the most likely (best-fit) 
parameter and confidence interval given the data?

• Model selection:
Q: Which of two or more models with parameters n1, n2, ... is the most likely 
to fit the data?

• Examples in cosmology:

★ cosmological constant Λ vs. dark energy vs. modified gravity

★ flat vs. curved

★ Primordial fluctuations: scale-free (ns=1) vs. ns=const vs. running ns(k)

• Other applications (Cluster profile reconstruction, exo-planets, ...)



Bayesian evidence

• Bayes’ theorem

Posterior is normalised

• Bayes factor

• Ratio for two models m1 and m2:

Evidence

Likelihood Prior

Posterior

m : model
d : data
θ : model parameter

E(d|m) =
∫

dnθL(d|θ, m) π(θ|m)

p(m, θ|d) =
L(d|θ, m)π(θ|m)

E(d|m)

B12 =
E(d|m1)
E(d|m2)

p(m1|d)
p(m2|d)

= B12
π(m1)
π(m2)

|log10 B12| Odds Strength

0 ... 0.5 1 ... 3 weak

0.5 ... 1 3 ... 10 substantial

1 ... 2 10 ... 100  strong

>2 >100 decisive

Jeffreys’ scale



Approximations to the Evidence

• BIC (Bayesian Information Criterion) [Schwarz 1987]

(Similar: AIC, DIC)
Problem: Penalty independent whether parameters constrained by data or not

• Laplace approximation: likelihood Gaussian, priors large and uniform
[Lazarides, Ruiz de Austri & Trotta 2004, Heavens, Kitching & Verde 2007]

likelihood @ maximum penalty for large parameter space
(Occam’s razor)

BIC = −2 lnLmax + k lnNdata

volume allowed by data initial volume (prior)

E ≈ (2π)n/2|F |−1/2(∆θ1 . . .∆θn)−1Lmax

Occam’s razor

︸ ︷︷ ︸

Laplace: prios might be 
small (physical 
parameter boundaries)

Fisher matrix not good 
approx.



Monte-Carlo methods

• MCMC?
Chain stays around high-likelihood, large regions of parameter space under-
sampled.

• New method: PMC (Population MonteCarlo) [Cappé et al. 2004, 2007; Wraith, MK et al. 2009]

• Efficient integration over posterior:

h(θ) = 1 : evidence
h(θ) = θ : mean
h(θ) = 168% : confidence region

∫
dnθ h(θ)L(θ)π(θ)



Importance sampling

• Rewriting the integral:

• G: Proposal distribution, easy to sample from (mixtures of Gauss,
Student-t, ...)

∫
dnθ h(θ)L(θ)π(θ) =

∫
dnθ h(θ)

L(θ)π(θ)
G(θ)

G(θ)

=
1
N

∑

θi∼G

h(θi)
L(θi)π(θi)

G(θi)
=

∑

θi∼G

h(θi)w̄i

normalised
importance weights

L L L



Population MonteCarlo (PMC)

• Importance sampling performs poorly if proposal far from posterior

• Solution: adaptive importance sampling aka Population MonteCarlo
[Cappé et al. 2004, 2007]

• Iterative update of proposal Gi -> Gi+1

• Stop iterations when proposal and
posterior ‘close enough’:
Kullback-Leibler divergence

L

K =
∫

dnθ log
[
L(θ)π(θ)

G(θ)

]
L(θ)π(θ)

K =
∫

log
[
L(θ)π(θ)

G(θ)

]
L(θ)π(θ)

G(θ)
G(θ)dθ ≈

∑

θi∼G

log[w̄i] w̄i



PMC Performance

• Perplexity p = exp[−K]/N ; p = 0 . . . 1

10 iterations

WMAP5 posterior, flat ΛCDM model, 6 parameters
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CMB+SNIa+BAO:
Dark energy, curvature

• Base model: flat ΛCDM, npar=3
Data: pure geometrical probes (WMAP5 distance priors, SNIa, BAO)

(Ωm,Ωb, h)
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CMB+SNIa+BAO:
Primordial perturbations

Model npar log E ln E E

ns = 1(HZ) 5 0.396 0.911 2.488e+00
ns =const 6 0.000 0.000 9.997e-01
running 7 0.528 1.216 3.375e+00
tensor 7 -1.599 -3.683 2.515e-02

Primordial matter power spectrum:
Pδ(k) ∝ kns
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|log10 B12| Odds Strength
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Summary & Conclusions

• Need multi-probe experiments to probe recent accelerated expansion of the 
Universe

★ Control of systematics (e.g. dust absorption in SNIa, need large-scale 
structure observations)

★ Distinguish between MoGR and dark energy

• Bayesian evidence

★ powerful method to compare models

★ important to design future experiments



Empty Model

Flat Dark Energy Model

Closed Dark Energy Model

Binned Data

332 SNe SCP Union Catalog
Kowalski etal arXiv:0804.4142
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