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(29) GCOE Event The 2ndGCOE International Symposium on “Weaving Science 

Web beyond Particle-Matter Hierarchy” 

Date & Time: February 18, 2010   9:00 - 18:3, February 19, 2010   9:30-18:00 - 

Place: Faculty of Science Aobayama Campus of Tohoku University 

Invited Speakers:  

Dr. Indranil Mazumdar (Tata Institute of Fundamental Research, India) 

Prof. Philippe Marcq (PhysicoChimie Curie Institut Curie, France) 

Prof. Young-Woo Son (Korea Institute for Advanced Study, Korea) 

Dr.Jean Coupon (Institut d’Astrophysique de Paris, France) 

Prof. Ryushi Goto (Osaka University, Japan) 

Prof. Jenann Ismael (University of Arisona, USA and University of Sydney, Australia) 

Prof. Jie Meng (Beihang University, China) 

Prof. Huaizhe Xu (Beihang University , China) 

Assistant Prof. Hojun IM (Hirosaki University) 

M.S. Masahiro FUTAKI (The University of Tokyo) 

Dr. Masahiko IGASHIRA (Osaka University) 

 

Organizing Committee: 

Prof. Hideo Kozono (Mathematics, Tohoku Univ.): Chairman 

Assistant Prof. Katsuhiko Sato (Condensed Matter physics, Tohoku Univ.) 

Assistant Prof. Yousuke Itoh (Astrophysics, Tohoku Univ.)  

Assistant Prof. Yoshihiro Ueda (Mathematics, Tohoku Univ.)  

Assistant Prof. Yuichi Nohara (Mathematics, Tohoku Univ.)  

Assistant Prof. Masaki Asano (Particle Theory, Tohoku Univ.)  

Assistant Prof. Yoshiyuki Onuki (Particle Experiment, Tohoku Univ.)  

Assistant Prof. Takeshi Koike (Nuclear Experiment, Tohoku Univ.)  

Assistant Prof. Hidekatsu Nemura (Nuclear Theory, Tohoku Univ.)  

Assistant Prof. Jin Sung Park (Condensed Matter Physics, Tohoku Univ.)  

Assistant Prof. Tatsuro Yuge (Condensed Matter Physics, Tohoku Univ.)  

Assistant Prof. Tomohiro Yoshikawa (Astrophysics, Tohoku Univ.)  

Assistant Prof. Shota Sato (Mathematics, Tohoku Univ.)  

Assistant Prof. Yohei Matsuda ( Nuclear Experiment, Tohoku Univ.)  

Assistant Prof. Masafumi Kurachi (Particle Theory, Tohoku Univ.) 

Dr. Masaru Yonehara (Philosophy, Tohoku Univ.) 
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Outline: 

The aim of this Symposium is to explore new science frontiers through “Weaving Science Web 

beyond Particle-Matter hierarchy” among physics - astrophysics - mathematics - philosophy. 

 

Number of participants: 

Symposium:  

Banquet:  
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Program: 

February 18 Thursday 

09:30 - “Opening address”                    Kunio INOUE (GCOE program leader) 

Plenary Session                    Chairmen  H. Tamura / T. Kawakatsu / Y. Hirayama 

09:30-10:20 “Halo World: The Story according to Faddeev, Efimov and Fano” I. MAZUMDAR 

(Chairman H. Tamura) 

10:30-11:20 “Mechanics of Stress Fibers”           P. MARCQ  (Chairman T. Kawakatsu) 

11:30-12:20 “Relativistic Dirac Electrons in Condensed Matters – Graphene and others”    Y. W. SON 

(Chairman Y. Hirayama) 

12:30-13:50 Lunch 

Parallel Session A - Particle/ Nuclear/ Astro-physics Group           Chairman  K. Hikasa 

13:50-14:20 “General WIMP search at International Linear Collider”            M. ASANO 

14:30-15:00 “Primordial nucleosynthesis and recent topics in particle cosmology”   K. KOHRI 

15:10-15:40 “Higgsless Models for the Electroweak Symmetry Breaking”      M. KURACHI 

15:50-16:00 Coffee Break 

Parallel Session B – Condensed Matter Physics Group / Nuclear Physics  Chairman  R. Saito 

13:50-14:20 “Exciton effect of Raman resonance window of single wall carbon nanotubes”   J. PARK 

14:30-15:00 “Properties of response function of nonequilibrium steady state”         T. YUGE 

15:10-15:40 “Hyperon-nucleon interactions from lattice QCD”                 H.NEMURA 

15:50-16:00 Coffee Break 

Parallel Session C – Mathematics and Philosophy Group            Chairman  H. Kozono 

13:50-14:20 “Application of the anti-derivative method to the half space problem for damped 

wave equation with non-convexity”                                 Y.UEDA 

14:30-15:00 “Toric degeneration of Gelfand-Cetlin systems”                   Y.NOHARA 

15:10-15:40 “Singular Backward Self-Similar Solutions of a Semilinear Parabolic Equation” S. SATO 

15:50-16:00 Coffee Break 

Special Session                                           Chairman  O. Hashimoto 

16:00-16:30 “Covariant density functional theory for Nuclear structure and application in astrophysics” 

J.Meng 

16:35-17:05  “Control of Magnetic Property and Magnetic Coupling Mechanism in ZnO based DMS” 

H.Xu 

Poster Session 

17:10-18:30 80 Research assistants present their research. 
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February 19 Friday 

Plenary Session                         Chairmen  K. Naoe / R. Miyaoka / T. Futamase 

09:30-10:20 “A Fresh Direction for Quantum Research: What Might Entanglement Be Telling Us?” 

J.ISMAEL   (Chairman K. Naoe)  

10:30-11:20 “Calabi-Yau structures and Einstein-Sasaki structures” R. GOTO(Chairman R. Miyaoka) 

11:30-12:20 “Probing the large scale structure in the Universe with CFHTLS” 

J. COUPON  (Chairman T. Futamase) 

12:30-13:50 Lunch 

Parallel Session A – Particle/ Nuclear/ Astro-physics Group Chairmen H. Tamura / T. Futamase 

13:50-14:20 “Measurements of Cabibbo-Kobayashi-Maskawa unitary triangle angle phi3 at Belle experiment” 

Y. ONUKI  (Chairman H. Tamura) 

14:30-15:00 “Hypernuclear γ-ray spectroscopy at J-PARC”  T. KOIKE (Chairman H. Tamura) 

15:10-15:40 “Search for the alpha cluster condensed state in 160” M. ITOH (Chairman H. Tamura) 

15:50-16:10 Coffee Break 

16:10-16:40 “A dipole anisotropy of galaxy distribution: Does the CMB rest frame exist in the 

local universe?”                         Y. ITOH  (Chairman T. Futamase) 

16:50-17:20 “MOIRCS Deep Survey: Near-Infrared Observations of Galaxies at the Star-Forming 

Epoch of the Universe”            T. YOSHIKAWA  (Chairman T. Futamase) 

Parallel Session B – Condensed Matter Physics Group   Chairmen Y. Kuramoto / T. Takahashi 

13:50-14:20 “From graphene to Z2 topological insulator”    K. IMURA (Chairman Y. Kuramoto) 

14:30-15:00 “Shear-induced phase separation of complex fluids” K. SATO (Chairman Y. Kuramoto) 

15:10-15:40 “Ce 4f electronic structure of heavy-fermion systems across quantum critical point: 

a resonant angle-resolved photoemission study”  H. IM (Chairman Y. Kuramoto) 

15:50-16:10 Coffee Break 

16:10-16:40 “Spin-resolved ultrahigh-resolution ARPES study of Rashba effect on semi-metal surface” 

S. SOUMA  (Chairman T. Takahashi) 

16:50-17:20 “Metal-contact effect on graphene”        R. NOUCHI  (Chairman T. Takahashi) 

Parallel Session C – Mathematics and Philosophy Group      Chairmen  T. Shioya / K. Naoe 

13:50-14:20 “Around Homological Mirror Symmetry”     M. FUTAKI  (Chairman T. Shioya) 

14:30-15:00 “On the heat equation in a half space with a nonlinear boundary condition” 

T. KAWAKAMI  (Chairman T. Shioya) 

15:10-15:40 “An Approach to Experimental Philosophy of Mind” M. IGASHIRA (Chairman K. Naoe) 

15:50-16:10 Coffee Break 

16:10-16:40 “Utilitarianism and Rawls”         Masaru YONEHARA  (Chairman K. Naoe) 
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16:50-17:20 “Husserl and Disjunctivism: On the Theory of Perceptual Experience in 

Transcendental Phenomenology”            S. SATO  (Chairman K. Naoe) 

Collaborative Research Session A                                Chairman  K. Inoue 

17:30-17:40  “Research Center for Electron Photon Science (Laboratory of Nuclear Science) 

Development of an electro-magnetic calorimter made up of ceramic Pr:LuAG 

scintillator”                                           T. ISHIKAWA 

17:40-17:50 “Study of geo neutrinos with KamLAND”                    Y. SHIMIZU 

17:50-18:00 “Geometric Analysis on Einstein Equation”                   S. YAMADA 

Collaborative Research Session B                            Chairman  H. Yamamoto 

17:30-17:40 “Study of elementary particles, nuclei, and high pressure condensed matter in 

gravitational wave astronomy”                                 Y. ITOH 

17:45-17:55 “Development of Readout Board for FPCCD Detector”          Y. TAKUBO 

Collaborative Research Session C                               Chairman  T. Ogawa 

17:30-18:40 “Theoretical formulation of morphology dynamics of membranes based on a 

combination of mathematical models and differential geometry”      K. SATO 

17:45-17:55 “The search for safety and certainty in foundations of mathematics from the 

logical and philosophical point of view”                  K. YOKOYAMA 
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Poster Presentations: 

PO 

no. 

Title / Name 

1.  Coherent control of excited states by multipulse photo excitation 

Kenta Abe (Physics, D2, Tohoku Univ.) 

2.  de Haas –van Alphen effect studies in the Antiferro-Quadrupolar ordering systems: 

Pr1-xLaxPb3 and U1-xThxPd3 

Toshiyuki Isshiki (Physics, D3, Tohoku Univ.) 

3.  Measurement of the Superparticle Mass Spectrum in the Long-Lived Stau Scenario at 

the LHC 

Takumi Ito (Physics, D1, Tohoku University) 

4.  In situ NMR imaging of lithium- ion batteries during charge/discharge cycle  

Yoshiki Iwai (Physics, D3, Tohoku University) 

5.  Crack propagation in largely deformed rubber sheet 

Daiki Endo (Physics, D1, Tohoku University) 

6.  Optical response of photonic crystal with multi-layered structure  

Rihei Endo (Physics, D2, Tohoku University) 

7.  Pseudo-spin Kondo effect in a capacitively-coupled parallel double quantum dot 

Yuma OKAZAKI (Physics, D1, Tohoku University) 

8.  Spin and charge dynamics in a photo-excited double exchange system 

Yu Kanamori  (Physics, D2, Tohoku University) 
9.  Observation of 

8
B Solar Neutrinos with KamLAND 

Yoshiaki Kibe (Physics, D3, Tohoku University) 

10.  z~3 LYMAN BREAK GALAXY CLUSTER SURVEY IN SSA22 WITH VIMOS 

Katsuki Kousai (Physics, D2, Tohoku University) 

11.  EELS and SXES studies of electronic structures of Al-TM alloys 

Shogo Koshiya (Physics, D1, Tohoku University) 

12.  Comparison of membrane physical property changes between DMPC membrane and 

DMPE membrane induced by melittin 

Atsuji Kodama (Physics, D3, Tohoku University) 

13.  Resonant x-ray scattering experiment on Pr(Ru1-xRhx)4P12 

Kotaro Saito (Physics, D1, Tohoku University) 

14.  Study of geo neutrinos with KamLAND 

Yuri Shimizu (Physics, D3, Tohoku University) 
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15.  Pressure dependence of B-T phase diagram in heavy-fermion superconductor CeRhSi3 

Tetsuya Sugawara (Physics, D2 Tohoku University) 

16.  Neutral meson photoproduction with electromagnetic calorimeter complex FOREST 

Koutaku Suzuki (Physics, D3, Tohoku University) 

17.  Micro-photoluminescence around spin phase transition of v=2/3 fractional quantum 

Hall regime  

Jun-ichiro Hayakawa  (Physics, D1, Tohoku University) 

18.  Ionic conductivity of Trehalose-Water-Lithium iodide mixture in glass and supercooled 

liquid state 

Reiji Takekawa (Physics, D2, Tohoku University) 

19.  Progress of the new DAQ system for wide-band solar neutrino observation with 

KamLAND 

Takemoto Yasuhiro (Physics, D1, Tohoku University) 

20.  Double Chooz PMT preparation 

TABATA Hiroshi (Physics, D2, Tohoku University) 

21.  Effects of lanthanoid ion on phosphate head groups in DMPC membrane and 

DMPC/DHPC mixtures. 

Kouya Tamatsukuri (Physics, D3, Tohoku University) 

22.  Status of double beta decay experiment with KamLAND 

Azusa Terashima (Physics, D1, Tohoku University) 

23.  Simulations on Dynamics of Wormlike Micellar System Using Particle-Field Hybrid 

Models 

Masatoshi Toda (Physics, D3, Tohoku University) 

24.  Magneto-dielectric phenomena in charge ordered system with frustrated geometrical 

lattice 

Makoto Naka (Physics,D2, Tohoku University) 

25.  Pi-mesonic decays of ΛΛΛΛ hypernuclei 

Yoji Nakagawa (Physics, D1, Tohoku University) 

26.  Axionic Mirage Mediation 

Shuntaro Nakamura (Physics, D3, Tohoku University) 

27.  The Study of the Origin of Lyman alpha Emitters with Large Equivalent Widths 

Yuki Nakamura (Physics, D3, Tohoku University) 

28.  Ultrafast broadband THz response of photo-induced metallic state in charge ordered 
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insulator αααα-(BEDT-TTF )2I3 

Hideki Nakaya (Physics, D3, Tohoku University) 

29.  Ring-Exchange interaction in Orbital Degenerate System 

Joji Nasu (Physics, D2, Tohoku University) 

30.  Shape Memory Effect Induced by Magnetic-Field Rotation in MnV2O4 Spinel 

Compound 

Yoichi Nii (Physics, D1, Tohoku University) 

31.  The ωωωω meson photoproduction on the nucleon in the threshold region 

Ryo HASHIMOTO (Physics, D3, Tohoku University) 

32.  Prototype fast imaging detector for YN-scattering 

Ryotaro Honda (Physics, M1,Tohoku University) 

33.  Ground state phase diagram of graphene in a high Landau level: A density matrix 

renormalization group study 

Tatsuya Higashi (Physics, D2, Tohoku University) 

34.  Investigation of the n (γγγγ,K
0
) ΛΛΛΛ reaction near the threshold 

K.Futatsukawa (Physics, D3, Tohoku University) 

35.  Traffic flow of two lanes with a bottleneck 

Sho Furuhashi (Physics, D2, Tohoku University) 

36.  Staggered Order with Kondo and Crystalline Field Singlets in f
2
 System 

Shintaro Hoshino (Physics, D1,Tohoku University) 

37.  Proton elastic scattering of 
9
C at 290 MeV 

Yohei Matsuda (Physics, Assistant professor, Tohoku University) 

38.  High Resolution and High Statistics Λ Hypernuclear Spectroscopy by the (e,e’K
+
) 

Reaction 

Akihiko Matsumura (Physics, D3, Tohoku University) 

39.  External Gamma-ray Backgrounds of the KamLAND Detector 

Yukie Minekawa (Physics, D2, Tohoku University) 

40.  Higgs Triplet Model 

Yusuke Motoki (Physics, D1, Tohoku University) 

41.  Electron diffraction study of the low temperature phase of Hollandite-type oxide 

K2Cr8O16 

Daisuke Morikawa (Physics, D1, Tohoku University) 

42.  Light scattering by collective excitation of phonon in quantum paraelectrics 
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Ryuta Takano (Physics, D1, Tohoku University) 

43.  Formation of the Milky Way Based on the Analysis of Kinematics and Chemical 

Abundance of the Outer Halo Stars 

Miho Ishigaki (Astronomy, D3, Tohoku University) 

44.  Searching for Luminous Core-Collapsed Supernovae in a High-z Proto-Cluster 

Nana Morimoto (Astronomy, D1, Tohoku University) 

45.  A Study of Light Curves from Rapidly Rotating Neutron Stars 

Kazutoshi Numata (Astronomy, D3, Tohoku University) 

46.  CMB Bispectrum from the Second-Order Cosmological Perturbations 

Daisuke Nitta (Astronomy, D3, Tohoku University) 

47.  General Properties of Non-Radial Pulsations 

Aprilia (Astronomy, D3, Tohoku University) 

48.  A Study on Mathematical Fuzzy Logic 

Ahmad Termimi Bin Ab Ghani (Mathematics, D1, Tohoku University) 

49.  Some space-time integrability estimates of the solution for heat equations in two 

dimension 

Norisuke Ioku, ( Mathematics, D2, Tohoku University) 

50.  Well-posedness for Navier-Stokes equations in modulation spaces with negative 

derivative indices 

Tsukasa Iwabuchi (Mathematics, D2, Tohoku University) 

51.  The soul conjecture for Riemannian orbifolds 

Naoki Oishi ( Mathematics, D3, Tohoku University) 

52.  A new approach to the existence of harmonic maps 

Toshiaki Omori (Mathematics, D2, Tohoku University) 

53.  Stability of the interface of a Hele-Shaw flow with two injection points 

Michiaki Onodera (Mathematics, D3, Tohoku University) 

54.  The Isomorphism between Motivic Cohomology and K-groups for Equi-Characteristic 

Regular Local Rings 

Yuki Kato (Mathematics, D3, Tohoku University) 

55.  Bifurcations in semilinear elliptic equations on thin domains 

Toru Kan (Mathematics, D1, Tohoku University) 

56.  On the curvature of the pseudo-volume form defining the carath_eodory measure 

hyperbolicity 

Shin Kikuta (Mathematics, D1, Tohoku University) 
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57.  Gödel's Incompleteness Theorem, Recursively Axiomatizable Theories, and Medvedev 

Degrees of Unsolvability 

Takayuki Kihara (Mathematics, D1, Tohoku University) 

58.  Hypergeometric series on a p-adic field 

Kensaku Kinjo (Mathematics, D2, Tohoku Univercity) 

59.  On Hasse principle of purely transcendental extension field in one variable 

Makoto Sakagaito (Mathematics, D3, Tohoku University) 

60.  Large time behavior of solutions for system of nonlinear damped wave equations 

Hiroshi Takeda  (Mathematics, D3, Tohoku University) 

61.  Non-abelian generalization of Iwasawa theory 

Kazuaki Tajima (Mathematics, D1, Tohoku University) 

62.  The quadratic subextension of the class field of a real quadratic field 

Toshihide Doi (Mathematics, D2, Tohoku University) 

63.  Pattern formation by receptor-based models for regeneration experiments on Hydra 

Madoka Nakayama (Mathematics, D2, Tohoku University) 

64.  The computational methods of canonical heights on elliptic curve 

Tadahisa Nara (Mathematics, D3, Tohoku University) 

65.  Spatial branching process in random environment 

Nishimori Yasuhito (Mathematics, D1, Tohoku University) 

66.  On a periodic decomposition of meromorphic functions 

Takanao Negishi (Mathematics, D2, Tohoku University) 

67.  Difficulties of solving problems 

Kojiro Higuchi (Mathematics, D1, Tohoku University) 

68.  Undecidability and weak theory of concatenation 

Yoshihiro Horihata (Mathematics, D2, Tohoku University) 

69.  Davies’ Conjecture for Pseudo-Schrödinger Operators and its Applications to 

Penalization Problem 

Masakuni Matsuura (Mathematics, D1, Tohoku University) 

70.  Torsion points of Abelian varieties with values in infinite extension fields 

Yuken Miyasaka (Mathematics, D1, Tohoku University) 

71.  Maximum principle for a biological model related to the motion of amoebae 

Harunori Monobe (Mathematics, D2, Tohoku University) 

72.  Asymptotic behavior of solutions to the drift-diffusion equation in the whole spaces 

Masakazu Yamamoto (Mathematics, D3, Tohoku University) 
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73.  A study of the idea of systematic knowledge: 

On the relation between nature and spirit in the organizational view of nature 

Fukuko Abe (Philosophy, D3, Tohoku University) 

74.  Medical technology and surrogate decision-making 

Haruka Hikasa (Philosophy, D3, Tohoku University) 

75.  Hume’s empiricism and the experimental method of reasoning 

Hiromichi Sugawara (Philosophy, D1, Tohoku University) 

76.  Epistemic deference and transmission of knowledge: 

How should we (non-scientists) acquire warranted beliefs about scientific propositions? 

Mariko Nihei (Philosophy, D3, Tohoku University) 

77.  The Finiteness of Human Beings and the Role of Technology 

Ryozo Suzuki (Philosophy, D3, Tohoku University) 

78.  What is ethically problematic in Biogenetics? 

Takuma Obara (Philosophy, D3, Tohoku University) 

79.  The ontological genesis of the theoretical attitude 

Tetsurou Yamashita (Philosophy, D3, Tohoku University) 

80.  Risk, uncertainty and the precautionary principle: How to deal with scientific 

uncertainty? 

Yasuhiko Fujio (Philosophy, D3, Tohoku University) 

81.  The mechanism of suppressed dynamical friction in a constant density core of dwarf 

galaxies 

Shigeki Inoue (Astronomy, D2, Tohoku University) 

 

 

 

 

  



Coherent control of excited states by multipulse photo excitation
Kenta Abe (Physics, D2, Tohoku Univ.)
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Ultrafast Energy Transfer
from Carotenoid to Bacteriochlorophyll

1. Introduction 4. Instruments
Two-Color Multipulse Excitation

Rhodopin Glucoside

Pulse Shaper

3. Sample

The strong vibrational mode of
Nile Blue is observed by pump-
probe spectroscopy.

Carotenoids play important rolls in the photosynthesis:
1. Provide absorbed light energy to Bacteriochlorophyll by ultrafast

highly-efficient energy transfer.
2. Protect biological body from damage due to strong light.

S0
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S1

Carotenoid

Qx

Qy

G
Bacteriochlorophyll

~100fs

~ps

Ultrafast Energy Transfer in the primary
process of the Light Harvesting Function

2. Objective
Coherent Control of Vibrational Levels of
Optically Forbidden S1 State: Very Important
Contribution to the Ultrafast Energy Transfer
P.J.Walla et al., J. Phys. Chem. A 106 (2002) 1909.
A.Wehling and P.J.Walla, J.Phys.Chem. B 109 (2005) 24510.

How to observe vibrations of an optically forbidden S1 state?
1. Direct two-photon excitation.
2. Coherent control of S1 after internal conversion from S2 using 

multipulse excitation.

5. Results

Nile Blue: Prototype System for Coherent
Control of the Excited State

6. Summary

Nile Blue

1. Pulse Train Excitation with Several Spacing

Nile Blue absorption and absorbance 
change spectra

Multipulse Excitation can Successfully Induce
the Coherent Vibration in the Excited States.

Next: Apply this Method to the Optically
Forbidden S1 State of Carotenoids.

2. Two-Color Multipulse Excitation

Lower frequency mode (58 fs mode)
was observed with prepump.

Δt is Widely Controllable.
Wavelength is Widely Tunable. 

TL and 56 fs pulse train generate 56
fs vibration, while 90 fs pulse train
generates 58 fs vibration with
almost same amplitude.

Coherent Vibration in Nile Blue

56fs
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Delay Time (ps)

with Prepump

without Prepump�
�

Ring-breathing Mode:
Ground State 586cm-1 (56fs)
Excited State 568cm-1 (58fs)
A. C. Florean, et al., J. Phys. Chem. B 
110(2006)20023.
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Autocorrelation 
of Output Pulse

Autocorrelation 
of Input Pulse

Vibration in the excited state was
generated by 90fs pulse train because
of multipulse excitation effect.

A pulse shaper which consists of a spatial light modulator (SLM) with 800x600 pixels
in a 4f arrangement modulated the TL pulse and generated the shaped pump pulse.

Excited state was generated by prepump
and it’s coherent vibration was induced
by ISRS pump.

Sample

Pulse Train

The tunable prepump (~100fs)
generated by an infrared
optical parametric amplifier (IR-
OPA) was used to generate the
excited state in the materials.
The ultrashort transform-limit
(TL) pulse (<20 fs) generated by
a noncollinear OPA (NOPA) and
its shaped pulse was used for
the coherent control.
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(森江孝明　博士論文 (2007))

de-Haas -van Alphen effect studies in the Antiferro-Quadrupolar 
ordering systems: Pr1-xLaxPb3 and U1-xThxPd3Po.2

Department of Physics and CLTS, Tohoku Univ., IMR, Tohoku Univ.A, NIMSB

T. Isshiki, T. Komatsubara, I. SatohA,  H.S. SuzukiB, N. Kimura, H. Aoki

Abstract
   In the past decade, it is found that higher order multipoles (quadrupolar, octupolar, etc) play a key role in some rare earth and actinide systems. Although a great number of studies have been performed, 
the mechanism of multipolar ordering has not been clarified yet.  We have focused on Pr1-xLaxPb3 which have nonmagnetic Γ3 doublet in the crystalline electric field ground state and exhibits 
antiferro-quadrupolar(AFQ) ordering below 0.4K for x=0.00. In this system, a huge C/T value and  the non-Fermi liquid behavior is observed, suggesting that the quadrupole moment hybridizes with the 
conduction electrons.
   We have succeeded in observing the dHvA oscillations down to very low magnetic field on Pr1-xLaxPb3 and  observing the change in the properties of conduction electrons together with that in the 
quadrupolar ordering. Moreover we study the dHvA effect on 5f2 localized system U1-xThxPd3 wchich exhibits  AFQ orderings  below 8T for x=0.00 to compare the results of  Pr1-xLaxPb3 to those of 
U1-xThxPd3. Our results indicate that
       (1)  A huge C/T and the non-Fermi liquid behavior in Pr1-xLaxPb3 might not come from the interaction between the quadrupole moments and the conduction electrons,
       (2)  The conduction electrons hybridize with f electron state and the energy scale of the hybridization is comparable to the transition temperature of AFQ ordering in Pr1-xLaxPb3 ,
       (3)  There is no anomaly on x=0.03 for Pr1-xLaxPb3 and x=0.20 for U1-xThxPd3 at which quadrupolar ordering is thought to disappear.
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x=0.95

Quadrupolar Kondo effect is thought to be the 
origin of the non Fermi liquid.

Quantum cryticality of the 
quadrupolar ordering??

A huge C/T in AFQ-I phase indicates the 
existence of the heavy effective mass and 
corresponds to the structure of AFQ ordering.

(Kawae et al., PRL 96 027210 (2006)) (Kawae et al., JPSJ 72 2141 (2003))

Non Fermi liquid behavior at low 
concentration range of Pr ion

A huge C/T even at 50mK

La substitution

II

I

Modulated quadrupolar phase 

The conduction electrons hybridize 
with the quadrupole moment?
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Non Fermi liquid bihavior (x=0.97)
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All of the Fermi surfaces are 
observed.
dHvA oscillations exist into the 
region in which the non Fermi 
liquid behavior is reported (red) 
with no anomaly in dHvA 
amplitude and effective mass.

Fermi liquid state is stable even 
at very low magnetic field.
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(Aoki et al. JPSJ 66 3988 (1997))

All of the Fermi surfaces are observed.
Especially φ branches, we have succeeded in observing the dHvA oscillations down to AFQ-I phase.

A huge C/T (x=0.00)
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There is no evidence for strong mass enhancement even in AFQ-I phase.

(森江孝明　博士論文 (2007))

  
  This means that the temperature dependence of dHvA 
amplitude in PrPb3 is strongly affected by th change in 
scattering rate of conduction electrons rather than 
effective mass.

Temperature dependences of dHvA amplitude change with f 
electron state and correspond to the results of electric resistivity.

Interaction between the quadrupole moment 
and the conduction electrons
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  Temperature dependences of the dHvA frequences 
also change with f electron state and depend on 
Fermi surfaces.

ΔE(meV) λ

γ -0.51 5.53

δ’ -0.27 1.94

φ 0.08 1.52

m*PrPb3=λm*LaPb3

Semiquantitative analysis

The ratio of λ corresponds to 
p-f mixing in PrPb3

The shift of the energy band might come from the change of 
p-f mixing which depends on Fermi surfaces. 

AFQ sturucture model
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The energy scale of the hybridization is comparable to the 
transition temperature of AFQ ordering in PrPb3 , indicating 
that the conduction electron might contribute to AFQ ordering.

Quantum criticality of the quadrupolar ordering (x=0.03)
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  The small amount of La impurity 
gives rise to large disorder.
  This indicates that short range 
order exists for x=0.03.

  There might be no quantum critical point 
of quadrupolar ordering in Pr1-xLaxPb3 

system.
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Lithium ion battery

Need to observe 
inside the cell 

under operation

3. Result and Discussion

Decreasing the MRI intensity bottom part of 
electrolyte

Enhancement of MRI intensity near LiCoO2 cathode

Li metal

LiCoO2

(1H NMR imaging)
Enhancement of MRI intensity

near cathode material

Possibility
Observation of gas 
generation inside 
the Lithium ion 
battery
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4. Summary
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Relationship between concentration of 
CoCl2 in PC electrolyte and MRI intensity
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PC + e- + Li+ 'CH3CHCH2OCO2Li

2CH3CHCH2OCO2Li 
' CH3CH(OCO2Li)CH2OCO2Li(
+ CH3CH=CH2)

Mechanism of gas generation

Lithium-Ion Batteries: Solid-Electrolyte 
Interphase
Perla B. Balbuena, Yixuan Wang, Imperial 
College Press, (2004)

Gas formation

1. Introduction

(C) (D)

(A)

In situ NMR imaging of lithiumIn situ NMR imaging of lithium-- ion batteries during charge/discharge cycleion batteries during charge/discharge cycle
Institute for Multidisciplinary Research of Advanced Materials,Institute for Multidisciplinary Research of Advanced Materials, Tohoku UniversityTohoku University

YoshikiYoshiki Iwai, Iwai, DaikiDaiki OhnoOhno, Junichi Kawamura, Junichi Kawamura

Merits of NMR imaging for batteries

7Li NMR imaging in Li-ion battery

NMR imaging is powerful tool for  nondestructive 
imaging of Li-ion battery

1H imaging: It can detect gas generation, Co-ion elution to 
electrolyte, polymerization of electrolyte under electrochemical
cycling 
7Li imaging: We measured  7Li NMR imaging of Li-ion battery 
successfully in practical spatial resolution (320μμμμm) for the first time in 
the world. 

High 
concentration 

of Co ion  
((((

Decreasing 
relaxation 
time T1 in 
electrolyte

((((
emphasis MRI 

intensity

Polymerization of Propylene carbonate ****
suppression motility of 1H ****lowering T2

****decreasing MRI intensity 

�������

Cell design
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5mm

We succeed 7Li NMR 
imaging of Li-ion 
battery  in practical 
spatial resolution 
(320μμμμm) for the first 
time in the world!

+Effect of Co ion 
+ Artifact due to electrode 
and current collector (Al)

Aim of my study
What’s happened inside the Li-ion battery ?

In-situ NMR imaging under cyclic 
voltammetry (CV) 

It suggests+++

21 // )1)(,(),( TTETTR eeyxyxI −− ⋅−∝ ρ
Relationship between  MRI intensity & T1, T2

Problem: low Li signal intensity compared with 1H
+Low S/N ratio : Noise commingling from electrochemical instruments 
+Long acquisition time (~10 hour): impossible to detect motion

Visualization of ionic motion in Li-ion battery with NMR imaging
Future work

,H intensity =Propylene carbonate (PC) in electrolyte

Current

collector

Cathode AnodeCurrent

collector

Electrode

+++Li+
+++e-

Charge

Discharge

e-

e-

Visualizing the degradation in 
Li-ion battery with NMR 
imaging (= MRI ) technique

Problem

++++explosion & capacity fading for 
long cycling

++++High voltage++++Hight
energy density

++++Nondestructive

++++High sensitivity for light atoms (,,,,H
and----Li ) composed of electrolyte for 
batteries

2. Experimental

NMR imaging

21mm

Li-ion Battery
++++Cathode:  LiCoO2 coated on Al foil
++++Anode:  Li metal 
++++Electrolyte: LiClO4+
Propylene  carbonate (PC) (1mol/L)

Electrochemical measurement (CV)

++++Instrument: Hokuto Denko HSV-100

++++Voltage: 3.0....4.2 (V)

++++Scan rate: 1.0 (mV/sec)

7Li Intensity=LiClO4 in electrolyte

++++Instrument: Bruker Avance 400 (9.4T)

++++mini imaging probe :  ////40mm

++++Pulse sequence: Spin-echo imaging

++++Nuclear: ,,,,H (400 MHz) and 7Li (155 MHz)

++++Spatial resolution 160 mm (1H) & 320 mm (7Li)

++++Field of View: 40mm000040mm



Crack propagation in largely 
deformed rubber sheet

Daiki Endo
Physics, D1, Tohoku University

1

An experiment of rupture of 
rubber sheets

• Rubber is a typical material which can 
deform largely. It shows nonlinear 
elasticity and creep.
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Note

• If we change the amount of silicon oil 
covering the rod, we can change 
characteristic relaxation time of the 
sheet by changing viscous resistance. 
And if we change diameter of the rod, 
we can change strain of the sheet. 

7

Computer simulation

• We use viscoelastic spring 
model which follows time 
evolution described by

• characteristic length                 

• characteristic time        =Tin                          

• characteristic force     

periodic

F ij ≥ Fc
a0

γin

kin

ka0

free

F ij = k�ij = kin�ij
in + γin

d�ij
in

dt

�ij + �ij
in = |ri − rj | − a0

γin

kin

γ

k

a0 �
�in

γ
dri

dt
=

∑

j

Fij , γin
d�ij

in

dt
= F ij

free

10

Crack patterns       
(computer simulation)

strain=0.6

•As we increase strain or decrease Fc,  
wave length and amplitude decrease. 

Fc

13

Previous study of quasistatic 
crack propagation

• An experiment conducted by 
Yuse and Sano（Nature 

(London) 362, 329 (1993) )
motivates researchers to study 
about crack pattern especially in 
brittle materials such as glasses. 
Glasses can be regarded as 
linear elastic body.

• As we change temperature 
difference ΔT or descent speed 
V, crack pattern changes.  

2

Experimental procedure

1. Prepare a cylindrical rod and cover it with very 
viscous silicon oil.

2. As shown in figure, cover the rod with a stretched 
cylindrical rubber sheet (an inflated balloon) on oil 
and wait until the rubber sheet is relaxed to be 
under uniform strain. 

3. Create a small initial crack at one end of the sheet 
to create a spontaneous crack. Then observe the 
crack propagation.

5

Five typical crack patterns

【Straight crack】Straight crack propagates in a 

longitudinal direction of the rod.

【Oscillating crack】Oscillatory crack 

propagates in a longitudinal direction of the rod.

【Helical crack】Crack keeps a constant angle 

to the longitudinal direction of the rod.

【Irregular crack】Crack exhibits several 

irregular turns and stops after that.

【Stagnating crack】Crack propagates in a very 

short distance and stops after that.

8

Comparing stress-strain 
curve

•The model shows nonlinear elasticity and 
viscoelasticity like a rubber sheet.
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Pattern diagram 2    
(computer simulation)
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• This diagram is result of 
computer simulation which 

corresponds to pattern 
diagram in the experiment. 

Unlike the experiment, we can 
see no change of the crack 

pattern by changing 
characteristic time.

14

Fracture in large 
deformation

• Unlike glasses, many materials exhibit 
nonlinear elasticity and large dissipation 
when they fracture under large 
deformation.

• 　　　　　　　　　　　　

•                  depends on viscosity, 
viscoelasticity, and plasticity.

dEelastic = dEsurface + dEdissipation

dEdissipation

3

Experimental set up

Thickness of a balloon in a natural 
state

0.37mm

Circumferential length of a balloon 
in a natural state

20mm

Kinematic viscosity of silicon oil 10000cSt

Diameter of a rod 15, 17.5, 20, 22.5, 25, 30, 35mm

弾性膜

基板

粘性流体層

elastic sheet

viscous fluid layer

basal plate

(A) (B) (C)

ゴム膜

シリコンオイル

丸棒

silicon oil

rubber sheet

rod

balloon

(D)
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Pattern diagram
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• As we increase strain of the 
sheet or shorten characteristic 

time, pattern changes from 
stagnating crack to straight 

crack through helical, irregular 
and oscillating in this order. 

•The order of oscillating 
crack and straight crack 
is opposite to result of 
quasistatic fracture of 

glasses.
9

Pattern diagram 1     
(computer simulation) 
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• This diagram is result in 
nonviscoelastic condition. In 
large deformation regime, we 

can see oscillating pattern 
and straight pattern which 

may correspond to oscillating 
crack and straight crack in the 

experiment. 
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Conclusion
• We observe five typical crack patterns 

in the experiment of rupture of rubber 
sheets.

• From computer simulation, oscillating 
pattern and straight pattern appear in 
large deformation regime in same order 
of the experiment.

•  We conclude that in large deformation 
regime, very large dissipation arises 
and causes shortening crack path 
length per unit length of the rod. 
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Spin and charge dynamics 
in a photo-excited double 
exchange system

Department of Physics, Tohoku University ,  
Sendai National College of TechnologyA

Yu Kanamori, Hiroaki MatsuedaA, 
and Sumio Ishihara 

The 2nd GCOE International Symposium on
“Weaving Science Web beyond Particle-Matter Hierarchy”

Febrary 18 (Thu.), 2010, Sendai, Miyagi, Japan 
PO no. 8
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Strongly correlated electron systems

Orbital

Charge

Spin

� Colossal magneto-resistance effects
� Insulator-to-metal transition
� Photo-induced phenomena

By weak external perturbations

Large fluctuation in charge,
spin and orbital of electron

near phase boundary

Strong
correlation

• Change in conductance
• Change in magnetic structure
• etc…

By irradiation femto-second plus laser

AF
Insulator

FM
metal

3

Perovskite manganites

eg orbital

t2g orbital

3d orbital eg

t2g

Strongly correlated
electron system

4Y. Tomioka and Y. Tokura, Phys. Rev. B  66, 104416(2002)

C. Zener, Phys. Rev. 82, 403 (1951)
P.W. Anderson and H. Hasegawa, Phys. Rev. 100 675 (1955)

Phase diagram of                      at x=0.5
Ferromagnetic and metallic phase

Antiferromagnetic and insulating phase

Long range
Coulomb 

interaction

AF super exchange
interaction

Charge
Orbital

order

Transfer

Hund’s
coupling

Double exchange
interaction

Transfer integral of eg electron
small large

5T. Ogasawara et al. J. Phys. Soc. Jpn.  71, 2380 (2002)

Photo-induced phenomena

Charge order insulator
Antiferromagnet

Metal
Ferromagnet

Metallic state

Change in 
magnetic structure

reflectivity

magnet-optic
Kerr rotation

Conductivity spectra

before

after

Photo
irradiation

pumping

Perovskite manganites

Shift of spectrum

K. Miyasaka et al. Phys. Rev. B 74, 012401 (2006) 6

Photo-induced spin and charge dynamics
after photo-irradiation in charge-ordered (C.O.) insulator

associated with antiferromagnetic (AF) order

� Lanczos method
� Density-Matrix 

Renormalization-Group

Purpose

model
Extended 1D double

exchange model

Calculations by exact diagonalization

7

Model : Extended double exchange model

� One dimension
� Open boundary
� 1/4-fillingone orbital

AF � Insulator

Ferromagnet � Metal

eg

t2g Perovskite manganites

8

Initial state
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Ground state
C.O. insulating
Ferrimagnetic

state

Optical absorption spectrum

One-particle excitation spectra
Charge and spin correlation functions
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9

� One-photon excited state at time

� Transient spectra
� Optical absorption spectra

� One-particle excitation spectra

� Multi-photon excited state at time 

Formulation for photo-excited states and transient spectra
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• Appearance of a peak inside of a gap
• Strong correlation between growth 
of in-gap state and collapse of AF�[fs]

Charge : collapse of C.O.
Spin         :   collapse of AF 
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One-photon absorbed state
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Transient charge excitation spectra
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(q=0.9�)

0 10 201.1

1.2

1.3

1.4

1.5

1.6

1.7

-0.3

-0.2

-0.1

0

time ( unit of t -1 )

time � 0

time � 10/t

before

� energy of induced photon

� peak position ( q=0.9� )

�

�
�����

�
�����

�
����

�
����

�
��	�

�
����

�
����

�
�����

�
�
����
�
����
�
����
�
����
�
���
�
���
�
���
�
����
�
���
�
���
�
���
�
����
�
���
�
���
�
���
�
����
�
���
�
���
�
���
�
���

• Appearance of the low energy excitation
• Peak position shifts to high energy region.
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Scale of the time evolution

Time-dependence is scaled by “�t”.
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Photon intensity dependence of spin and charge dynamics

• Magnetic energy is more 
sensitive than charge energy with 
respect to photon intensity.

Differential plot
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Differences in spin and charge correlations

: spin correlation

: absorbed photon number

Differences per an absorbed photon

at time 16

Spin and charge dynamics after photo-irradiation
in C.O. insulator and AF order in DE model

� Time development
� Optical absorption � Increasing of in-gap state
� One-particle excitation � Broadening of photo-carrier band
� Charge excitation � Appearance of low energy excited states 

and shift of those to high energy region
� Spin excitation � Weak momentum dependence

Scaling of the time-evolution by conduction electron hopping.

� Photon intensity dependence
� spin sector is more sensitive than charge sector with respect to photon 

intensity.

Conclusions 

Strong coupling between spin and charge sectors

Separation between spin and charge sectors



Observation of 8B Solar Neutrinos with KamLAND
Yoshiaki Kibe

Department of Physics, Tohoku University,
Research Center for Neutrino Science

KamLAND 
(Kamioka Liquid scintillator Anti-Neutrino 

Detector)
17inch PMTs; 1325 tubes
20inch PMT; 554 tubes

Outer Detector; 229 20inch PMTs
1000 tons Liquid scintillator;

Dodecane(80%) + Psuedocumene(20%) + 
PPO(1.36g/l)

Number of target; 3.429 × 1032 electron

(2), Motivation

KamLAND has the possibility to observe 8B solar 
neutrinos with an energy thresold of 3.5 MeV. This 
provides the transition of vacuum to matter 
oscillation, which has not been observed yet. The 
measurement of solar neutrinos provides the test 
for the theories of steller evolution and structure. 
Furthermore, The direct measurement of the 
transition of vacuum to matter oscillation will be 
good test for the oscillation parameter space.

SK, SNO

KamLAND

(1), History
The Standard Solar 
Model (SSM) attempts 
to describe the solar 
processes. Various 
solar neutrino 
experiments have 
yielded results in 
conflict with SSM 
predictions.

The most plausible solution for this anomaly is 
neutrino oscillation, which describes neutrino 
flavor changing while the neutrino propagates. An 
additional effect happens in the Sun, the neutrino 
weakly interacts with other particles and the 
behavior of the oscillation changes. This effect is 
called the MSW effect.
KamLAND revealed a 
significant deficit of 
electron anti-neutrinos 
from distant power 
reactors and 
suggested the LMA-
MSW solution.

(3), Detection Method

neutrino electron
< ν- e- elastic scattering >

The �-e- elastic scattering is used to detect the 
solar neutrino events. In anti-neutrino detection 
like reactor neutrinos, the inverse �decay 
reaction, �e+p -> e++n and the neutron is 
thermalized in the liquid scintillator. Prompt 
signal from e+ gives information on the incident 
�e energy. Neutron capture on hydrogen emits 
delayed signal with ~200μsec. This delayed 
coincidence method is effective to the 
background rejection. The way to detect the solar 
neutrino is single event, so it is necessary to 
estimate the background in the 8B solar neutrino 
energy region in details.

(5), Purification
The newly developed purification system reduces 
the radioactive impurities in a liquid scintillator. 
This purification system is mainly composed of the 
distillation tower and nitrogen purge tower. The 
purification provides a lower energy threshold.

Analytical reduction of 208Tl makes use of the 
delayed coincidence between prompt 212Bi �-
decay and delayed 208Tl �-decay. The lifetime of 
208Tl is 3.053 min. Due to this analytical reduction, 
we can explore 8B solar neutrinos with an energy 
threshold of 3.5 MeV.

(Lines)
8B �e (with osci.)

8Li
8B

11Be
External �-rays

208Tl

5.5 ~ 16.0 MeV

5.5 ~ 16.0 MeV

3.5 ~ 16.0 MeV

Purification
(208Tl reduction ~ 1/2.5)

Analytical 
reduction of 208Tl
( ~ 2/5)

(4), Backgrounds
The dominant background in 8B solar neutrino 
region( > 5MeV) are from the �-decays of light 
isotopes produced by muon spallation.  The 
following veto is applied for the light isotopes 
produced by muon spallation.
・1 sec whole volume veto after muons
・5 sec whole volume veto
   (residual charge > 106 p.e.)
・5 sec veto of 3 m cylindrical volume along 
muon track (residual charge < 106 p.e.)

These cuts are effective for isotopes with half lives 
less than ~1sec, so 8B, 8Li or 11Be are still 
significant.

The production rate of 8Li and 8B are estimated 
with simultaneously fitting the time difference 
from preceding muon because the lifetime of 8Li 
(1.21 sec) is close to that of 8B (1.11 sec). The 
energy spectrum of �decays of 8Li and 8B is also 
fitted simultaneously. The estimated event rates 
are 8Li = 0.52 ± 0.15, 8B = 0.21 ± 0.04 ev/d/kt.

The production rate of 11Be is estimated from the 
fitting of time difference from muons with tight 
track correlation. The estimated event rate of 11Be 
is 0.91 ± 0.30 ev/d/kt.

8Li
8B

The external �-rays come from (�, n) and (n, �) 
reaction produced in mainly surrounding rock and 
stainless. The estimation for external �-rays make 
use of MC simulation, providing 0.24 ± 0.04 and 
0.38 ± 0.14 ev/d/kt for before/after purification.

Stainless Deck
Rock

(6), Uncertainty

Fiducial volume before purification is defined as a 
cylindrical due to the effect of external �-rays. On 
the other hand, fiducial volume after purification is 
defined as a spherical since 208Tl is a dominant 
background with an energy threshold of 3.5 MeV, 
then the signal-to-noise ratio gets better. 

Before Pur. After Pur.
Fiducial volume 3 m cylinder 3.5 m spherical

Livetime 952 days 63 days
Uncertainty(%)

Trigger Eff. --- ---
Fiducial volume 2.17 11.23
Livetime Calc. 0.03 0.03

Energy Threshold 2.44 3.00
�2TQ Cut 0.30 0.30

Number of Target < 0.1 < 0.1
Cross Section 0.50 0.50

(7), Conclusion
The study of 8B solar neutrinos with KamLAND at 
energy threshold of 3.5 MeV will provide the 
observation of the transition of vacuum to matter 
enhanced neutrino oscillation in addition to the 
result of 7Be solar neutrino observation (energy is 
0.875 MeV). For instance, 2-year livetime provides 
statistical uncertainty of ~10%.

Poster Session
The 2nd Scienceweb GCOE International Symposium on 

“Weaving Science Web beyond Particle-Matter Hierarchy”
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7Be
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7Be



1. High redshift galaxy
���������	
�������	��������������������	����������������		�����������������������������
���� ���!��������������	����������� ����������������"�rest =1216 ) . The emission line are 
observed by narrow-�����������	�#���$%�!������� ����������&���
�	���	����������	�"�rest = 912 

; Lyman break.  These UV photons of z > 3 galaxies are shifted to visible wave length by redshift. 
We obtained these candidate by observation of visible range.

Observed z=3.1 LAE 
image( upper panel ) and  z=3.1 
LAE model spectrum  with filter 
response curve ( bottom panel). 
'����	�#	�������������	���
with NB497 filter(: band pass 
centered at 4977 , bandwidth 
of FWHM 77 )

The photon that energy is 13.6eV (ionization energy of 
neutral hydrogen) or more, is absorbed neutral hydrogen 
in HI region. The absorption makes Lyman break.  
Additionally, UV continuum receives Lyman series 

absorption by neutral hydrogen in IGM. That make UV 
#��	��%%�������	�"�rest =1216 .

z 3 LYMAN BREAK GALAXY CLUSTER SURVEY IN SSA22 WITH VIMOS
Katsuki Kousai

Physics, D2, Tohoku University

2. SSA22
Steidel et al discovered high density region of Lyman Break galaxies (LBGs) in SSA22 at z=3.09 
(Steidel et al 1998). They observed 81 arcsec2 2 in their spectroscopic LBG survey. 

We have detected Lyman alpha emitters (LAEs) at z=3.06~3.12 in 912 arcsec2 field that contain the 
high density region which was discovered by Steidel et al (Hayashino et al 2004). 

Steidel et al ( 2003 ) :

Redshift distribution of LBGs at  z~3 in SSA22ab

Hayashino et al ( 2004 ) : Spatial distribution of LAEs at z = 3.06 
~ 3.12 in SSA22. The yellow region observed by Steidel et al. 
The Green contour is high density region of LAEs

VIMOS 2006          VIMOS 2008         Steidel et al 

3. Observation parameter
The parameter of  our LBG survey 

with VIMOS at 2006 and 2008.

           

Field of View

’ ’

z=3.1LAE high density region
VIMOS2008 field of view

VIMOS2008
VIMOS2006
Steidel et al 2003

VIMOS2008 field of view

VIMOS2008 z=3.275~3.325
VIMOS2006 z=3.275~3.325
Steidel et al 2003 z=3.275~3.325 VIMOS2008 field of view

VIMOS2008

Sky map of LBGs at z=3.075~3.125 Sky map of LBGs at z=3.275~3.375 Sky map of LBGs at z=3.725~3.775

7. SUMMARY

We have obtained spec-z of 94 LBGs at z~3. 
We have found spikes not only at z=3.1    
discovered by Steidel et al but also at z=3.3
and 3.7 in our redshift distribution of LBGs. 
Most of the LBGs at z=3.075~3.125 
distribute inside the high density region of 
LAE skymap at z=3.06~3.12. 
It seems that LBGs in other spike z=3.3 and 
3.7 are also clustered in 2D sky maps.

5. Three dimensional Spatial distribution

RA

DEC

redshift

RA

1000

redshift

VIMOS2008              60 LBGs
VIMOS2006              34 LBGs

Steidel et al 2003   107 LBGs

VIMOS2008 z=3.325~3.375
VIMOS2006 z=3.325~3.375
Steidel et al 2003 z=3.325~3.375

6. 2D Sky map

We obtained spec-z of 34 LBGs by the data that observed at 2006 and 60 LBGs by the data that 
observed at 2008.
We have found spike  at z=3.1 and  z=3.3 in the VIMOS2006 redshift distribution. We found another 

spike at z=3.7 in the VIMOS2008 redshift distribution.  The magenta histogram represent the over all 
redshift selection function , normalized to the observed number of galaxies . We derived  the selection 
function by Monte Carlo simulation.  

VIMOS2006 VIMOS2008

redshift

redshift LBG / ( selection function ) significance
VIMOS2006

4. Redshift distribution

redshift LBG / ( selection function ) significance

redshift

VIMOS2008
Property of spike 

We report our redshift survey of z~3 Lyman break galaxies ( LBGs ). We have obtained spectral redshifts ( spec-z ) of 94 LBGs in SSA22 ( 22:17:34, +00:15:04 ) 912 arcsec2 field to study three dimensional distribution of LBGs. 
SSA22 is a field in which Steidel et al discovered high density region of LBGs at z=3.09 ( Steidel et al 1998 ) . They determined spec-z of 99 LBGs at z~3 in 162 arcsec2 field. They found density peak of LBGs from their redshift distribution.
We have detected a lot of Lyman alpha emitters ( LAEs ) at z=3.09 in 912 arcsec2 field which contains the high density region discovered by Steidel et al, in our narrowband survey for LAEs with Suprime-Cam to find a large scale structure 

of LAEs ( Hayashino et al 2004 ) . Also, we are carrying out LBG redshift survey in our LAE survey area. We obtained spectral redshifts of 94 LBGs in 2006 and 2008 VIMOS observation. 
We have found spike not only at z=3.1, z=3.3 and z=3.7 in our redshift distribution of LBGs. 



Abstract
After the discovery of an icosahedral symmetry material (quasicrystals) in a
melt-quenched Al6Mn alloy [1], great effort has been spent for understanding
the presence of quasiperiodic structured materials. In recent years, Hume-
Rothery mechanism, which predicts an existence of a pseudogap around Fermi
level (EF), is accepted as a major reason for the stabilization of quasicrystals.
The presences of pseudogap structures in quasicrystals were experimentally
confirmed by X-ray photoemission spectroscopy and EELS. EELS
experiments also pointed out characteristic chemical shifts in Al L-shell
excitation spectra of Al-based quasicrystals [2], which suggested a decrease
of valence electron charge at Al sites. Recently, a covalent bonding nature in
quasicrystals was reported by MEM/Rietveld analysis of 1/0-Al12Re and 1/1-
Al73Re27Si10 [3]. Thus, it is interesting to investigate the relation between
chemical shift and bonding nature of quasicrystals. On the other hand, the
systematic measurements of electronic structures of the 'normal' Al-transition
metal (Al-TM) alloys help the understanding of the bonding nature of the Al-
based quasicrystal.

[1] D. Schechtman, et al., Phys. Rev. Lett., 53, 1951, (1984). [2] M. Terauchi, et al., Phil. Mag, 87, 2947, (2007). 
[3] K. Kirihara, et al., Phys. Rev. B, 64, 212201, (2001). 

Approximants

Quasicrystal and approximants
���������	
�	����
���	����	���	�F
�Complicated structure was stabilized??

EDP of quasicrystalline AlMn alloy

QC’s anomalous properties
Quasi-periodicity (luck translation symmetry)
High electronic resistance
Hard and brittle

Local structure is similar with a QC
Characterized by degree of approximation
1/0�1/1�1/2�2/3� �1��	��	�	�1+�5)/2)_

EF
The total DOS and IDOS of �-(Al114Mn24)

Quasicrystal

T. Fujiwara, Phys. Rev. B, 40, 942, (1989).

D. Shechtman, et al., Phys. Rev. Lett. 53, 1951, (1984).

Background 1: Quasicrystals and Approximants

I. Approximants vs Chemical shifts
1/0-Al12Re , 1/1-Al73Re17Si10

II. Crystalline order vs Chemical shifts 
Am, QC, Cryst phases of Al53Si27Mn20

III. Normal Al-TM alloy vs Chemical shifts 
B2 structure (Pm3m) Al-TM (TM=Fe, Co, Ni, Pd, Pt)

Investigate the relation between chemical shifts
and crystalline order by using EELS and SXES

Purpose of this study
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High resolution EELS-TEM instrument

HR-EELS
100kV, 2nm�-0.2eV

Analyzer
(�-filter)

IP

Specimen

FEG

PS for Mono.

HT tank

07

Monochromator
(Two stage Wien-filter)

Gratings

CCD

High resolution SXES-TEM instrument

Analyzed area: ~100nm�
Energy dispersion for X-ray:

0.5eV/pixel (640eV X-ray)
1.7eV/pixel (1.5keV X-ray)
2.2eV/pixel (1.7keV X-ray)

e-beam

Specimen
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Aluminum

1/0-Al12Re

0.16eV

+0.4eV

L3
L2

+0.5eV

1/1-Al73Re17Si10EF

Al L-shell (2p)�	�����3s, 3d)

I-a.  Approximants vs Chemical shifts: EELS

Chemical shift 1/0 � 1/1
09

I-b.  Approximants vs Chemical shifts: SXES
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1/0
1/1

+6eV +3eV

Al-K� 2p�1s (1.49keV) Re-M�� 4f�3d (1.91keV) Si-K�� 2p�1s (1.74keV)

Fitting: f(x)=I exp{-(x-C)2/2F2} Fitting: f(x)=I exp{-(x-C)2/2F2} Fitting: f(x)=I exp{-(x-C)2/2F2}

Al

~ 0eV

Si

10eV

1/0
1/1 1/1

10eV 10eV

E E E

Chemical shift: 
1/0, 1/1

Chemical shift: 
1/1

10

No difference 
for 1/0, 1/1

Al L-shell 
excitation Al-K� emission Re-M� emission Si-K� emission

Comparison with Pure Al Pure Al 1/0, 1/1 Pure Si

1/0-Al12Re +0.4eV +6eV ~0eV ---

1/1-Al73Si17Re10 +0.5eV +6eV ~0eV +3eV

Results I: Approximants vs Chemical shifts
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1/1

1/0
This result suggests that the covalent
electrons between Al sites was provided
from Si sites in 1/1 approximants.

EELS and SXES studies of 
electronic structures of Al-TM alloys

S. Koshiya (Physics, D1, Tohoku University)

The 2ndGCOE International Symposium on "Weaving Science Web beyond Particle-Matter Hierarchy“
PO no. 11.

EELS: Electron energy-loss spectroscopy
SXES: Soft-X-ray emission spectroscopy

II-a.  Crystalline order vs Chemical shifts: EELS

Energy Loss (eV)

In
te

ns
ity

 (a
rb

un
its

.)

Aluminum

0.1eV

+0.4eV

0.1eV

L3

L2

QC
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Chemical shift: QC phase

Al L-shell (2p)�	�����3s, 3d)

0eV
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II-b.  Crystalline order vs Chemical shifts: SXES
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+4eV

Am

Cryst
QC

Fitting: f(x)=I exp{-(x-C)2/2F2}

Al-K� 2p�1s (1.49keV) Si-K�� 2p�1s (1.74keV)

+6eV

Mn-L�� 3d�2p (637eV)

Spline curveFitting: f(x)=I exp{-(x-C)2/2F2}

Si

~ 0eV

Am

Cryst
QCQC

2.0eV

EEE

10eV10eV
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Chemical shift: QC phase No difference

Results II: Crystalline order vs Chemical shifts
Al L-shell 
excitation Al-K� emission Si-K� emission Mn-L� emission

Comparison with Pure Al Pure Al Pure Si Am, QC, Cryst

Amorphous ~0eV ~0eV ~0eV ~0eV

Quasicrystal +0.4eV +4eV +6eV ~0eV

Crystal +0.1~0.2eV ~0.5eV ~1eV ~0eV

Chemical shift is characteristic for QC phase
���	���	��	��
 �	������	��
��	!������	������
�	������

Mn site does not change its valence electron charge
�������	
�	�
����"���
�	
�	Mn 3d electron ??
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AlFe, AlPt: chemical shift to smaller binding energy side (increase the valence electron)
The amount of shift: AlFe, AlPt AlPd AlCo AlNi pure Al

III-a.  Normal Al-TM alloy vs Chemical shifts: EELS
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Raw data Gauss curve

AlNi

5eV

Pure Al

AlCo
AlFe

~ -1.5eV

AlFe: shift to small binding energy side
(Consistent with EELS results)

E E

Al 2p�	1s

AlFe
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AlPt
AlPd
AlNi

Pure Al

Pure Al

III-b.  Normal Al-TM alloy vs Chemical shifts: SXES
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Summary

I. Approximants vs Chemical shifts: 
Al, Re: Chemical shift in 1/0, 1/1 but no difference
Si: Chemical shift in 1/1
�	�����	��	����#	���	������	�
�	���	covalency

II. Crystalline order vs Chemical shifts:
Al, Si: Chemical shift is characteristic for QC phase
Mn: No difference �	������	
�	�
����"���
�	
�	3d electron ??

III. Normal Al-TM alloy vs Chemical shifts:
AlFe, AlPt: Chemical shift to smaller binding energy side
�	������	��������$	different from quasicrystal
Larger atomic radius of TM �	%�����	����� 17

The relations between chemical shifts and crystalline order have
been investigated by using EELS and SXES

Chemical shift
�	&�������	
�	!������	������
�	������

Covalent bonds between Al or Si atoms in QC

Background 2: EELS studies

M. Terauchi, et al., Phil. Mag., 
87, Nos.18-21, 2947, (2007).

Al L-shell (2p) �	�����3s, 3d)

L3 L2

EF

0.2eV

Quasicrystal shows chemical shift
�	&�������	
�	!������	������
�	������
�	��������	
�	covalency ??
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0.3eV Energy

�E

Fermi level

core level V.B. C.B.

pseudo-gap

�E

In
te

ns
ity

EF

Diagram of core-loss spectrum

Chemical shift
Background 3: MEM/Rietveld analysis

MI cluster 1st shell

0.35 e/ 3 0.35 e/ 3

13-atom icosahedral cluster

Interatomic bonds: Metallic

Covalent bonds

K. Kirihara, et al., Phys. Rev. B, 68, 014205 (2003).

1/1-Al72.5Re17.5Si101/0-Al12Re

Covalent bonds between Al atoms 
�	Decrease of valence electron charge ??

Chemical shift (EELS)

Increase 
order of 

approximation

Interatomic bonds: Covalent

04

p
Background 4: Chemical shifts 

Chemical shift (eV)
[1] Al in

Amorphous 0
Quasicrystal +0.3

Crystal 0
[2] Al in d- +0.4

Ni in d- +0.3
Co in +0.7

[3] Al in i- +0.2
+0.2

Pd in i- +1.8
+1.4
+1.7

Mn in i- 0

Al75Cu15V10

2p3/2

2p3/2

2p3/2

Al70Ni15Co15 2p3/2

Al70Ni15Co15 2p3/2

d- Al70Ni15Co15 2p3/2

Al70Pd20Mn10 2s
2p3/2

Al70Pd20Mn10 3s
3p3/2

3d5/2

Al70Pd20Mn10 2p3/2

[1]M. Terauchi, et al., Phil. Mag., 87, 2947, (2007).
[2]Esther Belin-Ferré, et al., J. Phys. Condens. 
Matter, 8, 6213,  (1996).
[3]Z. M. Stadnic, et al., Phys. Rev. B, 51, 11358,
(1995).

Different ordered states

The measurements of all constituent atoms of 
different ordered states have not been reported.

All constituent atoms of quasicrystals

05
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Comparison of membrane physical property changes 
between DMPC membrane and DMPE membrane 

induced by melittin 

Atsuji Kodama

Introduction

Melittin, an amphipathic peptide composed of 26 amino acid residues from honeybee venom, 
has been widely used in the study of lipid-peptide interaction in biomembranes.

It has been reported that the strongest interaction of melittin observed in 1,2-dimyristoyl-sn-
glycero-3-phosphocholine (DMPC) membrane among PC membranes which have different 
length of fatty acyl chains because of matching of hydrophobic regions between melittin and 
DMPC membranes. In this study, we have investigated the interaction of melittin with PC and 
PE membranes which have same length of fatty acyl chains with respect to effect of melittin 
on phase transition of phospholipids.

Model of interaction of amphipathic �-helical peptides with membrane

M
ole fraction of peptide

High

Low

Peptide

Lipid

Methods

Vesicle Preparation

Differential Scanning Calorimetry

Fluorescence Spectrometry

Synthetic phospholipids were purchased from Avanti Polar Lipids (Alabaster, AL). Melittin was 
purchased from Sigma Chemical Co. (St Louis, MO). Laurdan and Prodan were purchased from 
Molecular Probes (Eugene, OR).

The desired phospholipid was taken from the chloroform solution into a test tube. In the study of 
GP measurement, laurdan or prodan dissolved in DMSO was also added (0.5mol%). The solvent 
was evaporated first by a nitrogen stream, then under reduced pressure overnight. The lipid was 
dispersed into buffer (HEPES 50mM, EDTA 5mM, PH 7.3) containing desired concentration of 
melittin in a bath-type sonicator and incubated for an hour above the phase transition temperature. 
The total lipid concentration was 1mM for DSC and 0.2mM for fluorescene spectrometry.

Calorimetric scans were performed with a differential adiabatic microcalorimeter (Privalov
calorimeter DASM-4, Sinku Riko, Yokohama, Japan) at a heating scan rate of 0.5K/min in 
0.5ml cells under a pressure of 2.0 atm to prevent bubble formation.

Fluorescence spectrometry were performed with an AmincoBowman Series 2 luminescence 
spectrometer (SLM Instruments, Urbama, IL) and rf-5000 (shimazu). The temperature of the 
sample was controlled by a water-circulating bath.

Materials

Melittin

• European honey bee venom
• 26 amino acid residues
•α-helix structure �interact with membrane�

Phospholipid

DMPC�diC14:0� Tm = 23� DMPE �diC14:0� Tm = 49�

CH3

CH3
CH3

DMPC has larger headgroup than DMPE

α-helix structure of melittin

Differential Scanning Calorimetry

Thermogram of DPPC

Pre-transition �34��

Main transition �42��

L�� P�� L�

The peaks on the thermogram of the liposomal system indicate phase transition of lipid 
membrane. The shape of the peak informs us extent of cooperativity.

Gel phase Liquid-crystalline phase

DSC thermograms of DMPC/Melittin and DMPE/Melittin

DSC thermograms of DMPC/Melittin (A) and DMPE/Melittin (B) at different mole 
fraction of melittin.

BA

BroadingShift  to lowerDMPE

BroadingNo changeDMPC

Peak widthTmLipid

The scan times dependence of DSC thermograms
DMPC/Melittin�2mol%� DMPE/Melittin�5mol%�

BroadingShift  to lowerDMPE

No changeNo changeDMPC

Peak widthTmLipid

The scan times dependence of peak temperature and width with increasing of 
concentration of melittin

DSC thermograms of membranes with additives �1�

J.M.Sturtevant�1982�

Red part of the equation
van’t Hoff equation for two state transition

van’t Hoff enthalpy
Mole fraction of LC phase
Midle temperature of phase transition

Blue part of the equation
Freezing point depression in solid solution

Phase transition enthalpy
Mole fraction of additives
Partition coefficient of additives 
(Gel phase / LC phase)

� The partition of additives for water phase is not taken into account.

partition coeeficient of melittin �membrane / water� 10000

DSC thermograms of membranes with additives �2�

Additives prefer liquid-crystalline phase

K = 0.2 K = 5

BroadingDepressionLiquid-crystalline phaseK < 1

BroadingElevationGel phaseK > 1

Peak widthPeak temperaturePreferenceK

Additives prefer gel phase

Summary of DSC measurment

The dependence of concentration of melittin on DSC thermograms

DMPE/Melittin
The behaviors of DSC thermograms could be explained qualitatively by the equation at K < 1.

DMPC/Melittin
The behaviors of DSC thermograms could not be explained qualitatively by the equation 
because the peak position of phase transition did not change even though it became broadened 
with increasing of concentration of melittin.

The dependence of  the scan times on DSC thermograms

DMPC/Melittin
There was no dependence of scan times on DSC thermograms.

DMPE/Melittin
The behaviors of DSC thermograms could be explained qualitatively by the equation at K < 1.

It indicates melittin inserted into with increasing of DSC scan times.

Laurdan
Structure

I440

I490

Laurdan spectra in DMPC membrane.

Isosbestic point

Generalized Polarization �GP�

[Parasassi et al (1990)]

GP value for DMPC membrane.

Gel phase Liquid-crystalline 
phase

dipole moment

Temperature dependence of �max for tryptophan
residue in DMPC and DMPE

�max of tryptophan fluorescence in DMPC (A) and DMPE (B) at different mole 
fraction of melittin. Excitation wavelength was 280nm.

In DMPC/Melittin systems, �max at all mole fractions of melittin were between 
330nm and 335nm through all temperature ranges. In DMPE/Melittin systems, �max 

were at about 345nm. 

A B

Model for interaction of melittin with PC and PE 
membrane

PC membrane

PC membrane

Melittin

PE membrane

Melittin inserted into membranes and the 
system achieved equilibrium.

Melittin

PE membrane

Melittin oriented pallarel to the membranes 
disturbed penetration of water into membranes.

Heating - cooling cycles induced insertion of 
melittin into membranes.

Melittin oriented pallarel to the membrane at 
the initial state.

The reason why transition temperature did 
not change with increasing of concentration 
of melittin has to be revealed.

Tryptophan fluorescence

�max was obtained from tryptophan spectrum 
fitted by log-normal distribution. [Alexey S.
Ladokhin et al (2000)]

�max

Property of emission spectra

Hydrophilic environment

Hydrophobic environment

Shift to longer wavelength

Shift to shorter wavelength

Tryptophan
Hydrophobic

Hydrophilic





Study of geo neutrinos with KamLAND
Yuri Shimizu, D3, RCNS



Pressure dependence of B-T phase diagram in
heavy-fermion superconductor CeRhSi3

1 Graduate School of Science, Tohoku University
2 National Institute for Materials Science

3 DPMC, Université de Genève, Geneva, Switzerland
4 Grenoble High Magnetic Field Laboratory, CNRS

T. Sugawara 1, N. Kimura 1, H. Aoki 1, T. Terashima 2, F. Lévy 3 and I. Sheikin 4
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1

0

T 
(K

)

3210
P (GPa)

CeRhSi3

Tc

TN

Pc

Pressure: Ni-Cr-Al / Cu-Be piston cylinder cell
i- and n-propanol
0~2.85GPa

Resistivity: 4 wires AC method
0.02~1.6K, 0~16T(~28T at 2.85GPa)

4 wires DC method
1.5~300K, 0T
(for obtaining the absolute values)

Starting materials: Ce(4N), Rh(2N8), Si(5N)

Czochralski pulling method in a tetra-arc furnace

Anneal: 900°C, 2×10-6 Torr, 1 week

RRR > 100 (l > 2000Å: from dHvA)

Introduction B-T phase diagram

Crystal structure

Sample

Experimental method

Pressure dependence of several
parameters
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  CeRhSi3 is a pressure-induced heavy-fermion 
superconductor discovered in 2005 by N. 
Kimura et al.  It crystallizes in the BaNiSn3-type 
tetragonal structure which lacks an inversion 
center. It exhibits the antiferromagnetic ordering 
below the Néel temperature TN = 1.6 K at 
ambient pressure. The superconductivi ty 
emerges above 0.2 GPa and its transition 
temperature Tc becomes comparable to TN at Pc 
= 2.4 GPa.
  We have measured the resistivity of CeRhSi3 
for magnetic field along the tetragonal c-axis 
under several pressures. We obtained a novel 
superconducting B-T phase diagram, suggesting 
the existence of multiple superconducting 
phases. 
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There is a bend point on the superconducting transition line (Bc2(T)) 

above Pc.

Below the bend point field (BBP), the form of Bc2(T)s are quite similar.

Above BBP, an obvious change of the slope is observed at Ta on the 

temperature dependence of the resistivity �(T) (see below section).

Ta may emerge from the bend point.
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TN

Tc

Pc

P

T

TN

Tc

AFM

SC(A) SC(B)

Pc T

B

Ta

Tc

SC(C)

SC(B)

bend point

BBP and the bend point temperature (TBP) have P- l inear 

dependence.

Considering a linear extrapolation, the bend point vanishes at 3.20 

GPa.

The initial slope of Bc2(T) at Tc, Bc2’ = -dBc2(T)/dT |T=Tc shows 

abrupt change at Pc.

This and the bend on the Bc2(T)-line suggest the existence of 

three (at least two) distinct superconducting phases and the 

superconducting state changes at Pc and the bend point.

As increasing magnetic field, TN becomes 

ambiguous and �(T) turns to have a 

positive curvature.

Above BBP, the slope of �(T) changes at 

Ta. This behaviour is different from that of 

TN.

The change of the slope of �(T) becomes 

obvious with increasing pressure.



Neutral meson photoproduction experiments 
  with electromagnetic calorimeter complex FOREST

1. Motivation

3. Electro-magnetic calorimeter FOREST2. Accelerator and beam

Reserch Center for Electron Photon Science, Tohoku University         K. Suzuki

4. Experimental data and analysis

5. Future plan

 Photo-production experiments have been carried out with a hydrogen/
deuterium target. Up to now, more than 2×109 events were obtained for 
each target. A typical trigger rate and DAQ efficiency are 1.8 kHz and 
80%, respectively.

Recently, a new baryon resonance was observed at W=1670 MeV 
in the , as shown in Fig. 1. The resonance width is 
narrow compared with that of a typical baryon resonance. No indi-
cation appears in the 

I. Jaegle et al., 
Phys. Rev. Lett. 
100, 252002 (2008)
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  The narrow baryon resonance would be a member of anti-decouplet?
 Figure 2 shows baryon states 
of Octet and Anti-decoplet which 
have spin 1/2 on the SU(3) quark 
model. From  conservation,
“ 8” can not be excited to “ 10” in
photo-reaction since the photon 
carries  0. The new baryon 
resonance  as well as the + might
be a member of anti-decuplet 
states (five-quark state). It is impor-
tant to determine the spin and parity 
of the narrow baryon resonance to 
elucidate five-quark states.
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Detectors       covered angle ([str])   energy reso.   radiation length (1X0)
SCISSORS III       4~24 0 (18.5 mm)
BG         30~100 0 (16.0 mm)
Rafflesia II     110~175 0 (25.4 mm)

 We developed a 4 0

and  photo-production experiments. Figure 4 shows FOREST which consists of 
3 different types of electro-magnetic calorimeters called SCISSORS III (192 pure 
CsI crystals), Backward Gamma (252 lead scintillating fiber blocks), and Rafflesia II 
(62 lead glass cherenkov counters), respectively. Plastic Scintillator hodoscopes 
were constructed in front of these calorimeters, called SPIDER, IVY, and LOTUS,
respectively. They can identify charged particles, and measure the position of the 
incident particles. FOREST covers about 90% of 4  [str], thus it has large geome-
trical acceptances for the 0 is powerful in 
suppressing background events (missing from 2 0 or 3 0...) since the 
missing  with a low probability under the large geometrical acceptance.

0 and 
as soon as they are generated. The decay 
branching ratios of 0 and 
99% and 39%, respectively. FOREST 

comming from these mesons (Fig. 5). The 

using the energy and position information 

  M 1 E2

The 0 and 

 To select  events, we require the following conditions:
  1. 
  2. 1 charge or 1 neutral is detected by SCISSORS III.
In the 2-nd requirement, we choose Mx < 1100 MeV events as indicated in Fig. 7 
(Mx : missing mass of ) to ensure that the charged or neutral particle is a 
proton or neutron. Background events are suppressed through these event selec-
tions as shown in Fig. 8.

 The  meson yield, Y  every tagged energy is calcurated by using counts 
of  mesons, N , and counts and efficiency of the tagging counters, N  and , as 
  Y  = N /(N ).
Figures 9 and 10 show the  meson yields of the  reactions.
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 For photoproduction experiments, we use a bremsstrahlung photon 
beam. We have an electron synchrotron, called STB, accelerating 
electrons up to 1.2 GeV. The bremsstrahlung photon beam is generated 
by employing a radiator placed just upstream from a bending magnet of 
the STB ring. The radiator made of a carbon fiber, 11 is
inserted into the circulating electrons. Recoiled electrons are analyzed 
by the bending magnet and detected with the STB-Tagger II system
which consists of 116 telescopes of two-layer scintillating fibers (Fig. 3). 

recoiled electron Ee and that of the circulating electron E0 as 
0 - Ee. 

Bending magnet
return yoke

Fe fence
Coil

PMT

Scintillating
fibers

Electron orbit

STB-Tagger II system

Lead/SciFi

Light Guide

PMT

220 mm

300 mm

235
mm

SF-5
SF-6

SCISSORS III
144 LNS type
48   INS type

Backward Gamms
252 Lead scintillating fiber

Rafflesia II
62 Lead Glass
10 SF-5, 52 SF-6

LNS Type
INS Type

250 mm

300 mm

FOREST

SPIDER

IVY

SCISSORS III SPIDER IVY
LOTUS

Backward Gamma

Rafflesia II

LOTUS

Tagging counter rate :  ~20 MHz
Tagged photon energy : 750 ~ 1150 MeV/c @ 1.2 GeV electron

 The goal of this analysis is to determine the spin and parity of the new
baryon resonance N*(1670). It is necessary to simulate the acceptances of 
FOREST to obtain the cross sections for the 
And a partial wave analysis will be made to determine the spin and parity 
of N*(1670).
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Micro-photoluminescence 
around spin phase transition of ν=2/3 fractional quantum Hall regime 

A Department of Physics, Tohoku University
B NTT Basic Research Laboratories, NTT Corporation 

J. HayakawaA, K. MurakiB, G. YusaA

Quantum Hall Effect

�n
n

Bhe
n DD 22

)/(
��

Landau level filling factor ν
2 dimensional

density of

Quantum Hall effect can be observed in 
two-dimensional electron systems subjected 
to low temperatures and strong magnetic 
fields, in which the Hall resistance takes on 
the quantized values h/νe2 and longitudinal 
resistance vanishes at the same time.

G. Yusa, H. Strikman, I. Bar-Joseph, 14th EP2DS(2001)
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N.Shibata et al., JPJS 76, 103711 (2007).

O.Stern et al., PRB 70 075318 (2004).

Theory:

Experiment:

B.Verdene et al., Nature physics 3 392 (2007).

formation of domains with two 
polarizations at transition point

domain size > 500nm 

→How large  is the domain?

� Optical study
can reveal local configurations of electrons

→How dose behave the domain dynamics?

→What shape is the domain?

Experimental setup

Transport

Photoluminescence

20nm GaAs/AlGaAs
quantum well

mobility
~1.0 106 (cm2/V s)

2 dimensional electron density 
0.67 2.37 1011 (cm-2)10T

provided  by NTT Basic Research Laboratories 
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Longitudinal resistance in the vicinity of ν=2/3
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The tendency of PL intensity by 
decreasing carrier density 
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Simultaneously measured (a) Rxx and (b) PL 
intensity originated from charged excitons in 
the vicinity of ν=2/3 spin transition point.
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The peak intensity of charged excitons can be 
used as a probe to detect local spin polarization.

Domain size is expected to be comparable to 
CLSM resolution

High spatial resolution experiment requires
high detection efficiency & very long exposure time …

High spatial resolution

Local probe techniques for luminescence 
studiesOptical local probe techniques

�Confocal laser scanning microscope(CLSM)

�CLSM + solid immersion lens resolution sub μm)

�CLSM + nonlinear optics  (eq. two photon microscopy)

�Scanning near-field optical microscope SNOM

(resolution:1 100nm)

�Confocal microscopy:
point excitation point collection
resolution depends on N.A. of objective lens

for imaging spin domain…

�Quasi-confocal microscopy:
uniform excitation point collection

Quasi-confocal microscopy

→replace single-mode fiber 
to multi-mode(square) fiber for illumination

In this case, PM single-mode fiber’s core play a role of ‘pinhole’

New experimental setup 

N.A.=0.55
obj. lens

BS

PBS

λ/4waveplate

PM fiber 2

x

y
z

Piezo-stage

mirror

left circular 
polarization

Circular 
polarizer

Sample

to monochromator

mirror

polarizer

Squar core
Multimode fiber

from laser

right circular 
polarization

Conclusion

We have found the peak intensity of singlet charged exciton
tends to increase up to transition point and it tends to decrease 
beyond this point by decreasing electron density. On the other 
hand the peak intensity of triplet charged exciton tends to 
monotonically increase by decreasing electron density. Thus the 
peak intensity of charged excitons can be used as a probe to 
detect local spin polarization.

In order to acquire the image of spin domains, we developed 
a scanning optical microscope in a dilution refrigerator. This 
experimental set-up will enable us to directly observe the spin 
domains with micron order spatial resolution.
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Progress of the new DAQ system for 
wide-band solar neutrino observation with KamLAND

Backgrounds

Yasuhiro Takemoto (Physics, D1, Tohoku Univ.) PO.19

Summary

DAQ System

Physics

ZAMS
Sun

Present-day
Sun

Our
Sun

・stella evolution
・equation of state
・nuclear reaction

Simulation

ZAMS
Sun

Sim
・luminosity
・mass
・age 
・opacity
・chemical 
　abundances

・neutrino
    fluxes
・ internal
    structure

Input Output

AGS
(low metalicity)

GS

New

Structure

SSM Helioseism.
=

Abundance

Old‘98

‘05

Standard Solar Model

Solar Composition Problem

Predicted Solar Neutrino Fluxes (cm-2 s-1)

  CNO Cycle

  PP Chain
(AGS)(GS)

+17 -16
+16 -15
+14 -13

 12
 6
 15
 1.0
 0.5

σ[%]

106
108
108

106
109
103
108
1010

Scale

- 40.23.485.8217F
- 31.61.472.1515O
- 28.12.072.8813N

- 18.44.855.948B
- 8.54.645.077Be
+ 3.58.187.90hep
+ 2.11.441.41pep
+ 1.06.035.97pp

Diff[%]SSM FluxSource

Flux(GS)  : BPS08(GS)
Flux(AGS): AGSS09(AGS)

Sensitive
    to
Difference

PP Chain

CNO Cycle

Precise measurement of multiple Solar 
Neutrinos is the key to investigate 
“Solar Composition Problem”. 

Observation

KAMFEE

TRG

GPS
Receiver

OPT TTL

GPS Time
Recorder

Latch
Output

NSUM

CLK

CMD

1PPS

Hold
IRIG-B
TimeCode

Optical
Fiber

VME VME

VME

VME

MoGURA
FADC

MoGURA
Trigger

Hit Sum

CLK

1PPSIRIG-B

Signal
Divider
+
BLR

MoGURA
Piggy Back

Rubidium
Frequency
Standard

10MHz

CMD

System Design

PMT

Current
System

New
System

Electronics

KamLAND Background Reduction

KamLAND: 
 Kamioka Liquid scintillator
 Anti-Neutrino Detector.

・10-5 cosmic ray fluxes
   by the 2700 m.w.e.  
   overburden
・1000 tons of pure liquid 
   scintillator
・1879 high-accuracy PMTs
・Sensitive > ～250 [keV] 
・Resolution
    Vertex: 12 [cm]/ E[MeV]
    Energy:  6.5 [%]/ E[MeV] 

・Additional purification of 
  LS enabled low energy 
  solar neutrino observation.

More powerful DAQ electronics enables
additional reduction of background against
wide-band solar neutrino observation. 

One by one tagging10C

α PSD210Po

α PSD of parent 212Bi208Tl8B
One by one tagging11C
α PSD210BiCNO

/pep

Delayed Coincidence75Kr

α PSD210Bi7Be
Reduction SchemeB.G.ν

PMT_OUT

MOGURA_OUT

0

00

0

R1
50
R1
50

C2
1n
C2
1n

U3

IDOPA

U3

IDOPA

IN+3

IN-2

OUT 6

R3
1k
R3
1k

U5

IDOPA

U5

IDOPA

IN+3

IN-2

OUT 6
R6 10kR6 10k

U4

IDOPA

U4

IDOPA

IN+3

IN-2

OUT 6

R7 10kR7 10k

D1

DDEF

D1

DDEF
U2

IDOPA

U2

IDOPA

IN+3

IN-2

OUT 6

R8 10kR8 10kR5 10kR5 10k

BLR (BaseLine Restorer) Overshoot restoration after muons
for triggering following signals

Ideal Diode LPF

Subtractor

Unable to trigger Enble to trigger

Front-End FPGA
 (Spartan3 2000)

1 GS

200 MS

200 MS

200 MS

Ring Buffer

Framed
Data Buffer

(10 usec )

(10 usec)

System FPGA
(Spartan3 4000)
FIFO

FIFO

64MB 
SDRAM

VME
bus

P x 120

H x 24

M x 2.4

L x 0.24

32bit
50MHz

16bit 
50MHz 
DDR

10 
MBps

FADC
(8bit)

Frame
Generator

TRG

MoGURA(Module for General-Use Rapid Application)
Deadtime-free ADC and on board data reduction DSP

M
od
ul
es BLR MoGURA CMD Distributor Mog Trigger Rb Atomic CLK

Pallarel DAQ system insures data with the same 
quality as before, enables shortest dead time on
installation of new system and leads oppotunity
of cross check of data between the systems. 

DAQ System Construction

Installation

FBE

FBE FBEFBEFBE

FBE FBE

FBE

FBEFBE

TRG
VME

TRG

TRG
NIM

Backup
TRG

FBE

FBE FBEFBEFBE

FBE

FBE

FBE

FBEFBE
TRG
VME

TRG

TRG
NIM

BLR BLR

BLR

BLRBLRMoG

MoG MoG

MoG MoG

MoG

Backup
TRG

MoG
TRG

’

KamLAND EHut Crate Reassignment

Cable delay due to this installation was caluculated 
in advance, and event reconstrunction method was

modified just after this installation.

Installation Works
BLR Installation MoGURA Installation

BLR Installtion was done by one crate by one crate.

Done

・ All electronics are developed, verified,
   and installed.
・Current DAQ system had cable delay,
   which was corrected.

On Going

Todo & Prospects

・ New DAQ is on construction.
・The DAQ includes inline event building.

・Roll-back trigger for the delayed co-
   incidence has to be developped 
   before DAQ launches.
・After starting DAQ, tagging method
   and PSD method have to be 
   established.
・For longer live time, we will start DAQ
   as soon as possible.

Physics and Requirements

・ Wide-band solar neutrino observation
   needs less background.
・ 3 schemes, event tag with neutrons,
   α particle PSD and genuine delayed 
   coincidence are required.
・ Dead-time free DAQ system 
    solely enables those.

11B

n

11C

e+

 p

12C

νe

 d

 μ

e-

29.4 min

207.5 μsec

① ② ③

γ511 keV

γ511 keV

γ2.2 MeV

<285 GeV>

11C Tagging Analytical 3-fold coincidence,
with tagging by-product

 neutrons’ position.

Roll-back Trigger

Up to 10 us

β γ

Normal Threshold

Lowered Threshold

host_trig

host_mog01

host_mog02

host_mog03

host_mog04

host_mog05

host_mog06

KinokoViewer

KinokoCollector

KinokoBuffer

KinokoRecorder

KinokoTransporter

MoguraTriggerHorizontalBuilder

KinokoBuffer

KinokoVerticalBuilder

MoguraAnalyzer

host_hub

KinokoTransporter

MoguraTriggerAnalyzer

KinokoCollector

MoguraHorizontalBuilder

MoguraAnalyzer

KinokoTransporterKinokoTransporterKinokoTransporterKinokoTransporterKinokoTransporter

host_disk

KinokoTransporter

host_mogu07

KinokoTransporter

MoguraMogAnalyzer

DAQ System

KiNOKO is used for this DAQ System.
Inline event building is the new idea.

Spreading builders and analyzers lessens loads.



Preparation in the lab:

1

3

2

PMT delivery: PMT group purchased 800 
PMTs for both detector. After acceptance 
test in Japan and Germany, cleaning and 
magnetic shield assembly were held in 
Germany. Then, 400 PMTs were delivered 
to Chooz. Other 400 PMTs for near 
detector are kept in Germany.
Preparation of the lab: Before starting 
PMT installation, clean and new scaffolding 
was installed in buffer tank. Then, clean 
tents were installed. One tent covered tank. 
Another tent was for dressing area and 
preparation area.
Cleanliness organization[1]: To keep lab 
clean, we cleaned all of the lab at least 
twice everyday. The tunnel in front of the 
lab was cleaned also. All people have to 
wear clean suit, clean shoes and clean 
glove.
Pretest[2]: PMT was tested just before 
installation. If some kind of problem is 
found in this test, the PMT is rejected.
PMTs preparation[3]: After testing, legs to 
fix PMT to wall were mounted on PMT. 
PMTs were covered by black plastic bag to 
avoid light and dust. Position survey 
markers were put on PMT. 

Lid PMT installation (Nov-Dec,2009):

1

2

3 4

Preparation of the buffer lid[1]: After acrylic vessel 
integration, PMT group worked for lid PMT 
installation. Since tank was open, it was covered by 
plastic sheet to avoid any dust.
PMT installation[2]: People worked below buffer lid. 
Worker paid attention very much not to touch 
installed PMTs.
PMT cabling[3]: To be passed through cable exit 
pipe on the buffer lid, we made bundle. Making 
good bundle, worker was unrolling PMT cable.
Buffer lid closing[4]: After lid PMT installation, 
buffer lid was closed. Then PMT group routed lid 
PMT cable to divider module and connected just 
before Christmas of 2009.

Future plan:
Electronics and DAQ integration: Electronics 
are  under production and  testing. It will take 
3 months for electronics and DAQ integration. 
Detector closing: Inner veto lid is open now. 
Until detector closing, chimney construction 
(between buffer and veto tank), veto lid 
closing and chimney construction (above veto 
lid) have to be done. 
Filling: Liquid and gas filling system is under 
construction by filling group. Since chimney is 
not so thick, difference of liquid levels is 
critical for acrylic vessel. Therefore filling 
operation is very important. 
Filling will be finished until July 2010.
Data taking: After filling , we will turn on the 
high voltage of PMTs  to detect first neutrino
for Double Chooz experiment. This is 
scheduled June 2010. Detector commissioning 
and data analysis will be continued.
Near detector construction: Tunnel 
construction of near detector will start 
October 2010.  Data taking with double 
detector is scheduled middle of 2012.

Side and Bottom PMT installation (Jun-Jul, 2009):

4

32

1

PMT transportation[1]: PMTs were 
transferred  to each place. During side and 
bottom PMT installation, we used a bucket 
to lowering the PMTs.
PMT installation[2]: As you can see, 
fixation rails had already been installed on 
the buffer tank in advance. 2 people 
mounted PMTs on the rail. We could install 
25 PMTs everyday. This was hard work, 
because they worked in very small space 
between scaffolding and wall.

PMT cabling[3]: PMTs have a high 
voltage cable. Cable goes to divider 
module which installed on wall of 
the lab. 6 people worked for this 
cable routing. This task was hardest 
work because workers went up and 
down  many times.
Done[4]: All PMTs were installed 
until end of July 2009. After precise 
PMT position survey was held, 
plastic  bags and survey markers 
were removed. 

What is Double Chooz?:
New concept of Double Chooz: The Double 
Chooz experiment is a neutrino oscillation 
experiment at Chooz nuclear power plant in 
France to accurately measure the last mixing 
angle θ13. Double Chooz uses 2 identical detectors 
at different distances from nuclear reactors to 
cancel systematic uncertainties on neutrino flux 
and detector response. Short baseline reactor 
experiments can provide a clean θ13 measurement. 

Sensitivity: The current upper limit is sin22θ13 < 
0.15. We will measure the sin22θ13 with 5 times 
better sensitivity than the current limit measured 
by the previous CHOOZ experiment. 
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Double Chooz detector:
Neutrino target: 10.3 m3 of liquid 
scintillator doped with 0.1 g/l of Gd. 
Gamma catcher: 22.3 m3 of liquid 
scintillator
Buffer: 110 m3 of non scintillating oil 
& 390 PMTs (10 inch)
Inner veto: 90 m3 of liquid scintillator
& 78 PMTs (8 inch)
PMT (Photon Multiplier Tube):Main 
responsibility of Japanese group is PMT 
(buffer) system. We developed low 
background PMT with HAMAMATSU.

Neutrino target
80% Dodecane,
20% PXE,
PPO, Bis-MSB, Gd

Gamma catcher
46% Dodecane,
50% Oil,
4% PXE,
PPO, Bis-MSB

Buffer
30% Tetradecane
70%  Oil

Inner veto
40% LAB,
60% Tetradecane,
PPO, Bis-MSB

Anti neutrino events: 
Prompt: with                             in the target.
Delayed: radiative capture of on Gd with                  ,              and                           .
Neutrino signals are estimated as 70/day @far and 500/day @near.

nepe ��� �

s�� 30~
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•進行中 : テストバルーンの作成

- 厚さ15μm、EVALで作成
- 溶着法のテスト

テストバルーンNo1. テストバルーンNo2.
- 厚さ80μm、ポリエチレンで作成
- 注水テスト

1/4スケール(直径80cm) 1/4スケール(直径80cm)
�実装サイズのバルーンのテスト : 2/18~

注水中

- 厚さ80μm、ポリエチレンで作成
- ハンドリングテスト
- 深さ20mのプールを用いて入水テスト

<イメージ>

•進行中 : テストバルーンの作成

- 厚さ15μm、EVALで作成
- 溶着法のテスト

テストバルーンNo1. テストバルーンNo2.
- 厚さ80μm、ポリエチレンで作成
- 注水テスト
注水中

�キセノンの純化、保守、回収

�新開発デッドタイムフリー回路
宇宙線起源バックグラウンドの除去に効果的

�巨大蒸留装置、高純度窒素製造の経験有り

(詳細は吉田くんの発表)

緊急時のキセノンガス回収システム案

- 70m3, 50m3タンク用の場
所を掘削中

- 99.97%/1cycleの回収を目指す

•Xe purification, collection system

Target ... collection value 99.7 %/1cycle

Under excavation the mine area for big tank.

13m� balloon.

Status of double beta decay experiment with KamLAND

Visible Energy[MeV]
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Tl208

Bi214

K40

Be11

�B 8

C 90% tag10

C w/o tag10

40K
11Be
8B
10C

10C

214Bi

タグ後の予想スペクトル
232Th, 238U = 10-12 g/g, 40K 10-11g/g

mini balloon

各タグによって大幅なバックグラウンドの除去が可能

Azusa Terashima
Research Center for Neutrino Science, Tohoku University

Double Beta Decay Experiment with KamLAND

232T
mini ba

400 kg 
136Xe

R = 1.7 m

inverted hierarchy

There are 10 double beta decay nucleus whose Q-value is more than 2 MeV. To take 
advantage of KamLAND clean environment and its large volume of LS, we choose 
136Xe(Q-value: 2.48 MeV) for the experiment. Advantages of using Xe are...

� isotopic enrichment, purification established
� soluble to LS more than 3 wt%, easily extracted
� slow 2� mode (T1/2>1022 years) requires modest energy resolution

•KamLAND with 136Xe

+80% (target)

Winstone cone mirror 2.3m radius balloon

1000 kg 136Xe loaded

new LS +40% light yield (target)
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90% CL sensitivity

Target sensitivity of the 
1st phase is ~60 meV.
Target sensitivity of the
 2nd phase is ~25 meV 
with 5 years.

•1st phase (2011~, 400 kg of 136Xe) KKDC claim, degenerated hierarchy

•2nd phase (end of 2013~, 1 ton of 136Xe)

Expected spectrum
simulation conditions
• <m�> = 150 meV
• T1/2(0�) = 9.8 � 1025 yr
• T1/2(2�) = 1.0 � 1022 yr
• mini balloon(nylon6) 
 thickness 15 um,
 232Th, 238U = 10-12 g/g, 
 40K = 10-11 g/g.

• 214Bi tagging(analysis)
• 10C tagging(electronics)

Current image 
of winston cone.

20 inch PMT17 inch PMT

KamLAND (Kamioka Liquid scintillator 
Anti-Neutrino Detector)

In Gifu prefecture. 
2,700 m.w.e.
� rate ~ 0.34 Hz

Sendai

Genkai Ikata

Shimane
TTakahama Mihama

Ohi

Tsuruga

Shika

Kashiwazaki

TTokai2

Fukushima1

Fukushima2

Onagaawa

TTomari

Fugen

Hamaoka

180km

•Inner Detector
  (diam. 18m, stainless tank)
  Bu	er oil: 1,800 m3,
    This density is strictly   
    controlled with LS ~ 0.4%.
  PMTs: 1,325 � 17 inch

      554 � 20 inch
  Photo coverage: 34%
  Energy resolution: 
                      6.5%/
E(MeV)

ν + e− → ν + e−
ν̄e + p → e+ + n

•Current Targets

Neutrino 
Astrophysics

Neutrino 
Geophysics

Neutrino Physics
Neutrino Astrophysics

Cosmology

7Be solar neutrino
geo-neutrino reactor neutrino supernova relic neutrino

gamma ray burst neutrino etc.

0.4 1.0 2.6 8.5
Visible energy　[MeV]

neutrino electron elastic scattering
inverse beta decay

First detection! Precise measurement
 of �m21

2

•1,000 ton of highly purified Liquid scintillator(LS)   
   in the balloon(diam. 13m, thickness 135�m, EVOH)  

Background level of LS is extremely low.
U  (3.4 ± 0.4) � 10-18[g/g] (O(10-5 �Bq214Bi/kg))  
Th  (5.7 ± 0.8) � 10-17 [g/g] (O(10-4 �Bq208Tl/kg))
K  2.7 � 10-16 [g/g] 

This level is already about four or five digits lower 
than general double beta decay experiment.  

� Ultra low radioactivity environment based on ultra 
pure LS and 9m radius active shield.
� No modification to the detector is necessary to 
accommodate DBD nuclei.
� Reactor and geo- antineutrino observations continue.
� High scalability for 2nd phase.
   1000 kg 136Xe,  improvement of energy resolution 
with light concentrators and brighter LS

Advantage of using KamLAND

•Location

Placed in Gifu prefecture.
2,700 m.w.e.
� rate ~ 0.34Hz

• Outer Detector
  (diam. 20m, height 20m)
  Ultra pure water: 3,000 ton 
  PMTs: 20 inch � 225 
              for muon veto

Next target is neutrinoless double beta 
decay to search the nature of neutrino.  

What Can We Learn from 
Double Beta Decay

Double beta decay could occur if the usual single beta decay is 
forbidden energetically or suppressed strongly. This transition 
takes place through the two decay modes.

Q-value
2.47 MeV

Double beta decay 
Beta decay : Forbidden

Energy
55 Cs

54 Xe

56 Ba136

136
136

This decay is beyond the standard model and if observe this, 
• leptonic number violation.
• nature of neutrino: Majorana/Dirac? Majorana!!

 if Majorana � see-saw mechanism, leptogenesis?
• absolute neutrino mass and neutrino mass hierarchy.

ー

Energy

Co
un

ts
(ar

bit
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ry 
un
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)

double beta decay spectrum

2 nu 
mode

0 nu 
mode

(A,Z) → (A,Z + 2) + 2e− + 2ν̄e (A,Z) → (A,Z + 2) + 2e−

(
T 2ν

1/2

)−1

= G2ν |M2ν |2

〈mν〉 ≡
∣∣|UL

e1|2m1 + |UL
e2|2m2e

iφ2 + |UL
e3|2m3e

iφ3
∣∣

(
T 0ν

1/2

)−1

= G0ν |M0ν |2〈mν〉2

• 2� mode

e-

e-

W-

W-

d u

ud d u

d u

e-

e-

W-

W-

Majorana�

G: phase space 
factor, 

M: nuclear 
matrix element
<m�>: effective 
neutrino mass

• 0� mode 
    mnu is nonzero & Majorana particle!

•Possible Milestones of Neutrinoless Double Beta Decay Experiment

Possible mile stone of neutrinoless double beta decay experiment will be
• Verification of KKDC claim and search degenerated hierarchy 

KKDC claim is the only one observation of  0� mode by Group of Heidelberg-
Moscow(1990-2003) with ~11 kg enriched 76Ge and calorimeter. 
Their claim of observed neutrinos e	ective mass: 0.24-0.58 eV(4�)

    This will be needed dozens ~ a few hundreds kg of isotope.
      KamLAND 1st phase
• Exploration of inverted hierarchy 
    Target e	ective mass will be a few ten meV, need a few hundred kg ~ ton of
    isotopes.  KamLAND 2nd phase

？ ？

solar

solar
atmospheric

atmospheric

m32

m22

m12 m32
m22

m12

？

0

m2 m2 m2

m12

m32
m22

Normal hierarchym3  m1~m2

Inverted hierarchy m1~m2  m3

Degeneratedm1m2m3  |mi-mj|

�e��
��

Neutrino oscillation experiments tell us �m2 and allow the possible region of 
neutrino e	ective mass <m�> (see below pictures).

Dege
ner

ate
d

Inverted hierarchy

Normal 
hierarchy

ate
d  KKDC claim

lightest neutrino mass in eV 
10-4

10-4

10-3

10-2

10-1

1

10-110-3 10-2 1

<m
�>

 in
 eV

•MoGURA Module for general use rapid application
At KamLAND neutrinoless double 
beta decay, most dominant 
background is spallation product 
10C generated by cosmic muon.
New dead-time free electronics 
MoGURA, will allow 90% reduction 
of 10C with neutron tagging. 
Now DAQ construction.

10C
n

�=27.8 sec

�=207�sec

12C

�

n

tag

tag
tag

reject

In detail  please see Takemoto’s poster!

Baseline 
restorer and 
signal splitter

1GHz FADC + 3 range 200 
MHz FADC for each channel

Trigger module

•R&D items and current experiment status

•Xe loaded liquid scintillator  Already developed!
New Xe loaded LS
decane(81.8%), 
PC(18.2%) and PPO
with 2.5 wt% Xe.
Density 0.78 g/cm3

cf.) KamLAND LS
dodecane(80%), 
PC(20%) 
PPO 1.36 g/l
Density 0.78 g/cm3

�Precise measurement of 
solubility within 0.1 % error.

Now testing...

�Precise measurement of 
solubility’s temperature 
and pressure dependency.

Almost same density, light yield, transparency, alpha-ray quenching ratio as current KamLAND liquid scintillator.

Need thin, ultra-clean(ex. 238U, 232Th ~ 10-12 
g/g, 40K ~ 10-11 g/g), enough strength and 
gas-tight balloon. Have experience of 13m� 
and 135 um thickness  balloon.
Selection of film continue...

 Water injection test

1/4 scaled mini balloon
 Adhering test

(see right pictures)

1/1 scaled mini balloon 
will come soon for 
folding test.

•mini balloon
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Masatoshi Toda
Physics, D3, Tohoku University

February 18, 2010

The 2nd GCOE International Symposium

Simulations on Dynamics of Wormlike Micellar System
Using Particle-Field Hybrid Models

PO no. 23

2

Wormlike Micelle

CTAB

Cross Section Diameter: Rcs ~ 5 nm

Persistence Lengtrh: lp ~10nm
Contour Length : L ~ 1000 nm

Characteristic Size

CMC Ionic
Strength

Target 
Cryo-TEM Image

Lin (1996)

0.1�m

Linear Rheology
Exponential Relaxation

Maxwell Model

3

Many Relaxation Modes 
Superposed.

FT

Generally,… 

Onogi et al. (1970)

Entangled PSEntangled PS

A certain relaxation mode

—Brief Review—

�

��

��

�i

�

4

Shikata et al. H. Rehage & H. Hoffmann (1988)

One Separated Relaxation Mode Exists!! 

T. Shikata (1987)
A  Proposed  Relaxation Mechanism (Phantom Crossing Model)

Linear Rheology —Wormlike Micellar Case—

Maxwellian Behavior

What is it ?

�

5

Shear Banding

Uniform Flow Inhomogeneous Flow
(Isotropic) (Isotropic to Nematic)

Couette Flow

A F

J-F. Berret 
Molecular Gels (2006)

Isotropic flow
Nematic Band

nematic

isotropic
Mechanical Instability

Shear-induced Transition
or

CPCl-Hex Solution

increasing shear rate �
.

increasing shear rate �
.

Flow Birefringence

6

Purpose

Shikata et al.
Micelles

(Particle Description)
Solvent

(Continuum Description)

Particle-Field Hybrid Models

Hydrodynamic Interaction Entanglement Relaxation

Microscopic Origins of

Pressure Field

Velocity Field

•Maxwellian Behavior
• Shear Banding, etc.

7

Hybrid Model

• Solvent Component

• Micellar Component

v (r)

v (ri)

v (r)

v (ri)

Fluid

Particle

• Fluctuation-Dissipation Relation

Body Force       
(Coupling Term with Micelles)

    (at Low Reynolds Number)

—Purely Dissipative Equations—
(Non dimensional)

8

Bending Elasticity of Membranes
W. Helfrich (1973)

Mean Curvature

Gauss Curvature

Cylindrical Bending Mode Saddle Bending Mode
(Bulk Modulus) (Shear Modulus)

Helfrich’s Free Energy Bending Elasticity & Cohesive Energy
of Micelles

&

9

Network Structure without shear

enlarged

Percolation Prob. = 0.955

4-arm branch

3-arm branch

10
dilute state
concentrated state

Fischer exponent 
at Percolation  Transition Point

� = 5/2 (Bethe lattice)
� = 2 (Triangle lattice)

without shearCluster Size Distribution

Exponential distribution
Power law

Only maximum clusters displayed

increasing micellar concentration

11

Conclusion & Future Problems

(1) Modeling of Wormlike Micellar System 

Particle-Field Hybrid Model

Micellar Network Formation

(2) As a Result of a Coarse Graining, 
Discontinuity in Interparticle Interaction Potential

New Stochastic Methods
Failure of Canonical Distribution



Magneto-dielectric phenomena 
in charge ordered system 

with frustrated geometrical lattice

Department of Physics, 
Tohoku University 

M. Naka and S. Ishihara

Conventional ferroelectricity

O2-
Ti4+

I. Introduction

Displacive Type (example : BaTiO3)

Order-Disorder Type (example : NaNO2)

P

N3+O2-

P

Strongly Correlated electron system

localization of electron

correlation between degrees 
of freedom of electron

Charge Spin
-e

electron

ion
electronic orbital

By electron-electron Coulomb repulsion…

Orbital

inter site Coulomb repulsion

Colossal magneto-resistance

charge order

Multi-ferroics

Exotic phenomena
3d orbital

Electronic ferroelectricity

polarization by charge order

0.5 electron per sitea b

P

Spin Orbital

P

mechanism of polar charge order

prediction of magneto-dielectric phenomena

purpose of study in electronic ferroelectricity

New class of multiferroics

Layered triangular lattice

Fe-O layer

Fe-O W-layer

R-O layer
Fe

O

R
(R=Y,Lu)

Fe
O

II. Electronic properties in RFe2O4

Exotic ferroelectricity

disorder

2D CO

3D CO

500K

320K

247K

disorder
(1/3 1/3 l)

(1/3 1/3 5/2)

charge spin

(1/3 1/3 m)

Electron Diffraction Neutron Diffraction

Charge Order of Fe2+ & Fe3+

(1/3 1/3)

3D SO

T(hhl) plane

Charge & Spin Orders in LuFe2O4

2D : 2 dimensional
3D : 3 dimensional
CO : charge order
SO : spin order

K.Siratori et al.
Proc. 6th. Int. Conf. Ferrites, 703 (1992)

Y.Matsuo et al.
J. Cryst. Soc. Jpn. 50, 150-154 (2008) 

Spontaneous Polarization
3D SO

N.Ikeda et al.
J.Phys.Soc.Jpn. 69, 1526 (2000)

P appears around TCO

Charge Order induces P

P increases around TSO

Spin Order enhances P

3D CO

“electronic” multiferroics 

P 
 [μ

2 ]

Temperature (K)

(electronic ferroelectricity)

(ME effects)

+

Dielectric properties in LuFe2O4 A Model of “Polar” Charge Order

Charge T

2D CO

3D CO

500K

320K

Polar

(110)

Charge Structures in W-layer

Polarization

(1/3,1/3,l)

2Fe3+-Fe2+

Fe3+-2Fe2+

(1/3,1/3,5/2)

FeO W-layer is a minimal unit of electric polarization

(110)

: Fe2+

: Fe3+

: Fe2+/Fe3+2D CO phase

Y.Yamada et al.Solid State Physics 33, 692 (1998)

(110)

Non-Polar3D CO phase

disorder Mechanism of 

Correlation between P & SO

Polarization by charge ordering 

Purpose of this Study

disorder

2D CO

3D CO

500K

320K

250K

disorder

Charge Spin

3D SO

T

Polar

CO/SO in the W-layer

Coulomb interaction  HV

Exchange interaction  HJ

V(c-NN)

V(ab-NN)

V(c-NNN)

.constQQVnnVH
ij

jiij
ij

jiijV ��� ��

0��
i

iQ

iQCharge pseudo spin Fe3+ : +1/2
Fe2+ : -1/2

Charge conservation

Effective Hamiltonian
Extended p-d model

2p orbital (O) & 3d orbital (Fe)

(perturbation with respect to the p-d transfer)

Interactions between Fe ions

332322 HHHHJ ���
Fe2+-Fe2+ Fe2+-Fe3+ Fe3+-Fe3+

� �
�
�

�
	

 ��
�
�

�
	

 ���
�

�
��
	



�

�
��

ij
ji

ji QQ
II

JH
2
1

2
13

2
1
22

1
2222HOne term of

spin charge

Magnetic anisotropy iI : Ising spinApproximation

Calculation Methods

periodic boundary

Mean-Field

non-uniform solution
along (110) & (100)

Multi-Canonical Monte Carlo
periodic boundary condition
6 6 or 12 12 sites 

paired triangular lattices
(110)

(100)

��
ij

jiijV QQVH

JV HHH ��

Charge Structure & Polarization

Charge & Spin Structures & Polarization
Multi-Canonical Monte Carlo Method

Multi-Canonical Monte Carlo Method
Mean-Field Approximation & V(c-NN)/V(ab-NN)=1.2

kT
 /

 V
(a

b-
N

N
)

0.8

V(c-NNN) / V(ab-NN)

LuFe2O4

disorder

charge

500K

320K

T

2D CO

3D CO
(1/3 1/3 5/2)

(1/3 1/3 l)

disorder

(1/3 1/3 0)
Polar

(1/2 0 0)
Non-Polar

(1/4 1/4 1/2)
Non-Polar

0 0.6 0.7 Polar

(110)

Charge structures are 
consistent with experiments 
in LuFe2O4 & YFe2O4

Charge Structure (Mean Field)

phase diagram
YFe2O4

(1/3 1/3 5/2)

(0 1/2 0)

250K

225K

190K

T

2D CO
(1/3 1/3 l)

3D CO

3D CO

charge

Charge Structure (Monte Carlo) 

 �� ����
ij

rrik
ji

jieQQNkQkQ 1)()(

(a) (b)(c)

0.6 0.62

0.8

0.5 kT/V(ab-NN)

<Q
(k

)Q
(-

k)
>

(a) V(c-NNN)/V(ab-NN)=0.6

(1/3 1/3 0)

(1/2 1/2 0)

(1/3 1/3 0)

(1/2 1/2 0)

(b) V(c-NNN)/V(ab-NN)=0.62

kT/V(ab-NN)

<Q
(k

)Q
(-

k)
>

(c) V(c-NNN)/V(ab-NN)=0.5

(1/3 1/3 0)

(1/4 1/4 1/2)

<Q
(k

)Q
(-

k)
>

kT/V(ab-NN)

Charge correlation function

(1/3,1/3,0)

(1/2 1/2 0)(1/4 1/4 1/2)

Charge correlation functions are consistent with the MF phase diagram

Electric Polarization (Monte Carlo)

2PP ��

�� ��
L

j
j

U

i
i QQP

0.6

0.8

polar
(1/3 1/3 0)

(1/2 1/2 0)(1/4 1/4 1/2)

Polarization

Polarization

(1/3 1/3 0) CO tends to polarize in comparison with other COs

Polar CO states & a lot of non Polar 
CO states are degenerate at 

ΔP is smaller than maximum value of 12.0
Other weak interaction induces P
(example : inter W-layer interaction)

Mechanism of Polar (1/3,1/3,0) CO

(1/3 1/3 0) CO

Valence fluctuation
by charge frustration

Charge imbalance without
energy loss of V(ab-NN)

Large entropy gain 
by charge fluctuation

Charge imbalance (Polarization)

Upper layer

Lower layer

Fe2+

Fe3+

Fe2.5+

(1/3 1/3 0) CO is stabilized in finite temperatures
and tends to polarize by charge frustration

Charge & Spin Structure and Polarization 

JV HHH ��
(1/3 1/3 0)

<S
(k

)S
(-

k)
>

Δ
P

<Q
(k

)Q
(-

k)
>

HV+HJ (With spin)

HV (Without spin)

Spin correlation function

Polarization

kT/V(ab-NN)

Charge correlation function

kT/V(ab-NN)

Hamiltonian

Spin order (1/3 1/3 0) enhances
the electric polarization

HV (Without spin)

HV+HJ (With spin)

TSO

TSO

k=(1/3 1/3 0)

(110)

Charge Structure in T < Tso

Fe2+
Fe3+

The number of

2N/3 degenerate spin states 

Fe3+-Fe3+

Antiferromagnetic
Spin alignment

Polar (1/3 1/3 0) CO

Spin structure in 2Fe3+-Fe2+ layer

Spin direction of center site is 
not determined by frustration

Polar CO gains large entropy N : the number of sites in a triangular lattice

Polar CO is stabilized by

sites is N/3

Spin frustration
Spin-Charge coupling

Mechanism of Magneto-dielectric effect

RFe2O4

Electric polarization is enhanced with spin ordering

III. Conclusion

A new class of Multiferroics based on
“Electronic” Ferroelectricity

Magneto-Electric effects

(1/3 1/3 0) CO is stabilized in finite temperature 

Enhancement of electric polarization is attributed to 
large spin entropy gain by spin frustration

Charge fluctuation accompany with (1/3 1/3 0) CO 
by charge frustration



Decay width in nucleus

• � -
�

model

����� T. Motoba, K. Itonaga, PTPS117(1994) 477
�Distortion effect on �� �� - decay mode  

����� Occupation probability of the final single particle state

Pi-mesonic decays of � hypernuclei
Yoji Nakagawa (physics, D1)

Introduction
�Decay of free � particle

�
I = ½ rule

W

	


�

q 
~100MeV/c

q

�Decay of � hypernucleus
�

N
p

n

nS

pS

ΛS

Weak decay
mesonic
non-mesonic

O. hashimoto, H. Tamura, PTP57 (2006) 564

Mesonic decay

Non-mesonic decay

Pauli suppression

Non-mesonic decay mode is dominant in medium-heavy nucleus

�Weak decay of � hypernucleus

W S

�

�

�

�

M*

q’ q’
~400MeV/c

Mesonic decays of neutron-rich � hypernuclei

�Method
Solve Hartree-Fock equation with Skyrme-like interaction

�Core nucleus ����� spherical and even-even
� � particle ����� the lowest state
�Continuum states ����� Box descretization � 15fm �
�Pairing  ����� BCS approximation  

with density dependent � interaction 

Ground state of � hypernucleus � single-particle w.f.

Input of the decay interaction

W

�Result

�Decay widths of C, O, Ne, Mg, Si - isotopes
�Distortion effect of the � wave function ( Especially in neutron-rich region)                     

�O, Ne, Mg, Si - isotopes

NN :: SIII, � N :: #13 ( M. Rayet ),� - nucleus :: set A ( K. Stricker )
M.Beiner et al. NPA238(1975)29
M. Rayet, NPA367(1981)381
K. Stricker et al. PRC22(1980)2043

Mg

Si
O

Ne

O

Ne Mg
Si

����� KEK-PS E462

Isospin dependence  
in the optical potential

C - isotopes

Mesonic decays of 5 � He
� momentum distribution of double � hypernucleus

�Method
Emulsion data of 5 � He decay W. Gajewski et al., NPB14(1969)11

Consider only � + N + � decay mode
�Initial state

SG, Isle potentialB  =3.1 [ MeV ]

•Spectroscopic amplitude 

Minnesota   +       D2’
G3RS      +     SC97e 

NN ! N
• ! N- " N coupling
•Tensor force

�Final state
Scattering states of  � + N

Descritized states by L3 -box ( L=15[fm] ) 

Kanada-Kaneko’s � -p potential

�Input of the decay interaction

�Result

0.193 (0.152)0.312 (0.242)

0.195 (0.153)0.314 (0.244) 

0.21 (0.16)0.33 (0.26)

0.21 (0.17)0.35 (0.27)

0.17 (0.13)0.27 (0.21)

Isle ( # - $ )

SG  ( # - $ )

Minnesota + D2’

G3RS + SC97e

(KEK-PS E462) 0.202 % 0.0110.340 % 0.016

Our results are comparable with the previous study 
I. Fuse et al., The 59th JPS annual meeting

�Difference between the initial states

Conclusion

�In neutron-rich region, & 0 decay mode is 
suppressed ( as 

expected ), & - decay 
mode is enhanced 

because of a strong 
proton - neutron 

interaction.
�For & - decay mode, 

the effect of the ')( term 
is important in neutron-

rich region.
�Our method can 

reproduce the 
experimental value of the 
mesonic decay of 5 * He.
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The Study of the Origin of Lyman Alpha Emitters 
with Large Wquivalent Widths SSA22  AT Z=3.1

Our wide-area (2.4deg2 in total) and deep narrow-band survey detected ~2000 LAEs and reveal that there are a number of large EW objects in “SSA22” and general fields EW0>=240�; 240 LAEs at SSA22, 

95 LAEs at general fields). In order to discriminate the origin of large EW objects, first we should make large EW samples which include objects enhanced for EW by mechanism of Lyman alpha scattering and/or 

galactic superwind. We measured the both Lyman alpha eimission and continuum components by pseudo total magnitude (2.5 � kron radius of SExtractor software) as the Lyman alpha emission of these objects 

have extended shape. (Noteworthy, we measured Lyman alpha emission and continuum within a given aperture in previous work. When we focus on the EW at the exact position where the star-formation occur 

to know the stellar age, this measurement is effective.) In results, we found the larger number of high EW objects by this method than that by previous method and the ratio of large EW objects (EW0=400-700�) 

to small EW objects (EW0<100�) is 1.6 times larger in “SSA22” fields than general fields. Furthermore we investigate the statistic properties of these objects such as the size of Lyman alpha emission, Luminosity 

Function and colors.

1. Observation

2. Calculation of EW

3. Relationship between EWap and EWto

mostly linear correlation EWap ~ 1.5*EWto 
         � most LAEs have extended Ly� emission.
objects with extremely extended emission which 
makes EWto very large.

4. Size of Ly� as a Function of EWto

6. EWto Distribution of LAEs

8. Discussion

We calculated EW of our detected LAEs by two methods.

B) include objects enhanced for EW by mechanism of Ly� scattering and/or 
    galactic superwind

A) focus on the EW of the exact position where star-formation occurs to know the
     stellar age

If Ly� photons emitted from star-forming regions are scattered by neutral hydrogen 
gas and the emission regions are extended,

“EWto”:  EW measured by pseudo total magnitudes of Ly� emission (within 2.5*kron 
              radius defined in NB image) and continuum (within 2.5*kron radius defined in BV 
              image)as the Ly� emission of objects have extended shape (using SExtractor)

“EWap”:  EW measured by Ly� emission and continuum fluxes within aperture=2”�
               (psf=1”.0 at SSA22)
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Field Number of LAEs Volume (Mpc3) Density (Mpc-3)

SSA22 1438 9.9 * 105 1.4 * 10-3

General Fields 764 7.7 * 105 0.99 * 10-3

SDF 196 1.6 * 105 1.2 * 10-3

GOODS-N 186 1.9 * 105 0.98 * 10-3

SXDS 382 4.2 * 105 0.90 * 10-3

We conducted wide-area (2.4deg2 in total) and deep narrow-band survey with Suprime-
Cam of Subaru Telescope.

SSA22 SXDS GOODS-N

SDF

Number density of LAEs 
in SSA22 region is 1.5 
times larger than it in 
general fields. 
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EWap � 300�: 104 LAEs

EWto  � 300�: 388 LAEs

SSA22 region is a high- 
density region of LAEs 

Some LAEs have very 
extended Ly� emission 
due to Ly� scattering 
and/or galactic 
superwind.
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We consider EWto measured within 
radius for continuum flux defined in NB 
image as conservative case(EWtoNBdet).
Most of objects are measured accurately, 
while some objects are overestimated.
It is necessary to check some large EWto objects.
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Others have extended 
Ly� emission.

Some large EWto objects 
have compact Ly� 
emission,
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EWto Distribution in SSA22 have flatter slope than it in General Fields

SSA22 General F

N = C*exp (-EW/w0):  SSA22 w0 = 162.16 ± 6.62,  General Fields w0 = 130.01 ± 6.06

Ratio of the LAE number within each range of EWto to that within EWto<100�

Higher ratio of large EWto LAEs in SSA22 than it in General fields.

7. EWto Distribution as a Function of LAE-Density in SSA22

Is the EWto distribution a function of surface density of LAEs
or 
Is it an unique characteristic of LAEs in SSA22?
          We investigate the difference in EWto distribution of samples within given 
          number density range of LAEs.

Field 100�EWto<200 200�EWto<400 400�EWto<700 EWto�700

SSA22 1.11 ± 0.08 0.920 ± 0.066 0.393 ± 0.037 0.170 ± 0.022

General Fields 1.09 ± 0.10 0.709 ± 0.070 0.230 ± 0.034 0.098 ± 0.021

�:        local number density of LAEs,  
�SSA22: average number density of LAEs at entire SSA22

High Density Region:       � � 1.15*�SSA22

Medium Density Region: 0.9*�SSA22 � � < 1.15*�SSA22

Low Density Region:        � < 0.9*�SSA22
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Characteristics of large EWto objects in SSA22

SSA22 General Fields

Entire Region 63/225  (0.25±0.04) 17/80  (0.21±0.06)

High Density Region 13/70  (0.19±0.06) 0/4  (0)

Medium Density Region 26/76  (0.34±0.08) 2/8  (0.25±0.20)

Low Density Region 24/79  (0.30±0.07) 15/68  (0.22±0.06)
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 400  

Extended & 
Large EW obj

Compact & 
Large EW obj

B) Extended Sample

Among the large EWto objects (EWto � 400�),
A) Compact Sample

Half_Light_Radius < 1”.0

Half_Light_Radius � 1”.0

Ratio of the number of LAEs with EWto � 400� to the number of extended sample

No trend of Ly� size toward an 
increase/decrease in LAE 
number density.
More compact sample in HDR 
than it in LDR???

Hypothesis

1. Young / low-metal

2. Cooling Radiation

3. Galactic Wind

compact?

extended

extremely extended

Comparable?

More extended than UV?

Much more extended than UV?

Size of Ly� Ly� - UV size ratio

Future work, 
     to investigate the Ly� - UV size ratio (it is necessary to increase the S/N value of continuum),
                          the color of large EW objects,
                          the luminosity function of large EW objects

The most highest ratio of large EWto 
objects SSA22-HDR.
No trend is seen in other case.
            SSA22-HDR � unique region ?

We made the large sample of ~2000 LAEs in SSA22 and general fields.
         The number density of LAEs in SSA22 region is 1.5 times larger than it in general fields. 

We calculated EW of LAEs by two methods: “EWap”- aperture-photometry and “EWto” - total magnitude.
         We can newly find a large number of LAEs with high EWto objects which have extremely extended emission.
         There are the large EWto objects with compact Ly� emission and extended Ly� emission.
         The large EWto LAEs in SSA22 region have higher ratio than in General fields. 
                                                                    It is the unique characteristic of SSA22-HDR (?)

Summary

Yuki Nakamura, Toru Yamada, Tomoki Hayashino, Katsuki Kousai, Nana Morimoto, Mitsunori Horie, Eri Nakamura (Tohoku University), 
Yuichi Matsuda (Durhum University) and Masayuki Umemura (Tsukuba University)

5. Luminosity Function of Ly� as a Function of EWto 
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There are no significant differences in the shape of Ly� luminosity function between large 
EWto objects and small EWto objects.



Objective 

Photo-induced insulator to metal (I-M) transition

in correlated electron system

Mid- and Far IR spectroscopy of αααα-(BEDT-TTF)2I3

H. Nakaya1, Y. Takahashi1, K. Itoh1, S. Iwai1,2, K. Yamamoto3, K. Yakushi3, S. Saito4

1Department of Physics, Tohoku University, Sendai 980-8578, Japan, 2JST-CREST
3Institute of  Molecular Science, Okazaki 444-8585

4Kobe Advanced  ICT Research Center, NICT, Kobe 651-2492

Ultrafast broadband terahertz (THz) spectrum

Clarifying  electronic nature of  photo-induced metallic state 

・small t (0.1 eV)<<  U, V

0.1 eV⇔ 40 fs

・molecular re-arrangements

(libration etc...) 

c.f. coherent control

Iwai et al. PRL96, 057403(2006).

C
S

H
 o
r
D

metalinsulator

Melting of "frozen electron"

(Mott insulator, Charge order)  ・3d transition metal compounds
(Oxides and complexes)

U,V (5-10 eV)>>t (1 eV)     

・Organic salts (molecular solids)
U, V (0.5-1 eV) >> t(0.1 eV) 

Chollet et al. Science 307, 86 (2005).  

Iwai et al.  PRL98, 097402(2007).

Fiebig et al, APB71, 211(2000)

Cavalleri et al PRL87, 237401(2001) 

Iwai et al. PRL91, 057401(2003)

etc.....

(ET)2X  → 3/4 filled band

Tajima et al. JPSJ69,543 (2000)
Mott ins., Charge Order

Ferroelectricity

Metal, Superconductor

BEDT-TTF based salts

Kino, Fukuyama (1996, theory).

Takano, et al. (2001, NMR).

bis(ethyleneditihio)-tetrathiafulvalene

→ BEDT-TTF, ET

Ultrafast broadband THz response of photo-induced metallic state

in charge ordered insulator αααα-(BEDT-TTF )2I3

c. f.  Hilton et al., PRL 99, 226401 (2007). , Averitte et al., PRL87, 017401(2001).

Kuber et al., PRL99, 116401(2007).          
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Charge ordered insulator 

(Ferroelectric)
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Tco=135 K

Thermal insulator-metal transition

Ultrafast Mid-IR spectroscopy 

THz response of PIMT ?
Iwai et al. (PRL2007,PRB2008)

c.f. Zelezny et al., J. Phys. France51, 869(1990)

Dressel et al., J. Phys. I France 4, 579(1994)

Tco

Time evolution of the broadband transient spectra

Spectral weight (low energy ⇒⇒⇒⇒ high energy ) Formation of charge-ordered gap ? 

Setup of optical-pump THz-probe measurement 

1.4μm-pump,THz (2 - 36 meV)-probe,1 kHz

800 nm, 25fs,1kHz

(THz detection)

800 nm, 25 fs, ,1kHz
(THz generation)

WP

λ/4

pump (1.4 um)

(ZnTe , GaP) 

THz generation

Dry N2 box

Photo-induced insulator-metal transition ( 2-11 meV )
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：effective dielectric function
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・Inhomogeneous mixture

(metal and insulator) 

Effective-medium theory

・Inhomogeneous along

Multi-layer model

d

・・・

Density of metallic state
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Formation of charge-order gap 

~10 ps
~ 30 meV
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Dynamics of  photo-induced metallic state

Damping
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Yamamoto, Iwai et al. JPSJ(2007)
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In summary, we investigated the ultrafast dynamics of photo-

induced I-M transition by using optical pump-broadband (2 - 36 
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broad absorption increase, exhibiting generation of the metallic
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Ring-Exchange Interaction in Orbital 
Degenerate System

J. Nasu, S. Ishihara,
Department of Physics, Tohoku University
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The � meson photoproduction on the nucleon in the threshold region
Ryo HASHIMOTO (Department of Physics, D3) 

Research Center of Electron Photon Science, Tohoku University

Near threshold photoproduction processes of the � meson
resonance contribution in s- and u-channels
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one-pion-exchange (OPE) in t-channel

    The � meson is one of  vector mesons having a spin parity of 1-. Studying near-threshold � meson photoproduction is interesting theme 
to search for new baryon resonance states. Recently, the CLAS collaboration has reported that a missing baryon state with JP = 5/2+ contributes
to � photoproduction around the incident photon energy of 2 GeV. Paying attention to other vector mesons, the anomaly of the cross section near 

the threshold region is observed for � photoproduction by the CLAS collaboration. A local maximum has observed around E� = 2 GeV. Is such 
a  local maximum observed in the � photoproduction cross section? We plan to measure it from threshold up to 1145 MeV.

� meson - one of  vector mesons
JP = 1�
mass               782.65  ±  0.12 MeV
width                  8.49  ±  0.08 MeV
decay mode     �+���0      89.1%

        �0�     8.9%

Simulation
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Interesting topics of vector meson photoproduction

A local maximum appeared
in the �p � �p cross section
(CLAS collaboration)

How about � meson?

T. Mibe et al.

G. Penner and U. Mosel calculated the total cross 
section for the �p � �p reaction from threshold up 
to 2 GeV. The P11 resonance contribution and OPE 
process are dominant.
However, near the threshold, main contribution 
for the total cross section is the D13 resonance.
� We expect a local maximum in our data.
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     Photoproduction threshold      1109 MeV 

Detector    FOREST in the Gev-� experimental hall
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Selected events   3� from �0� (and 1p)

Analysis
kinematics of � and p

� peak is clearly
appeared!
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make �� invariant mass for 3 
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choose 1 pair whose mass is 
closer to  �0 mass.
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Ground state phase diagram of graphene
in a high Landau level: 

A density matrix renormalization group study

Tatsuya Higashi
Dept. of Physics, Tohoku U.

Low-energy states of electrons in graphene

(K,A)

(K,B)

(K’,A)

(K’,B)

����A ����B

��
��

�

→= 0E

: Lattice constant

: Nearest neighbor hopping

Fermi levels are located at the two inequivalent points (K, K’).
K,K’ (valley) are particular internal degree of 
�reedom of graphene (pseudospin).

Standard 2D ���quadratic dispersion
: linear

Graphene is a new type of 2D electron system.
e.g. Unconventional quantization pattern of IQHE

Electronic states of graphene in magnetic fields

Hamiltonian

K�

K’�

(K,A)
(K,B)

(K’,B)
(K’,A)

Eigenfunction ( )

Density of states

Energy
Landau levels

N=1
N=2

N=0

Effects of a magnetic field

Magnetic length

Lowering operator

Raising operator

The macroscopic 
degeneracy is lifted by
the coulomb interaction
between electrons.

The standard Landau wave function of electrons 

in the nth Landau level.
:

What is the effect of

electron correlations?

CDW ground states of standard 2D electron systems 
in high Landau levels

2-electron bubble Stripe

A. A. Koulakov et al., 
Phys. Rev. Lett. 76, 499 (1996)

Pair correlation function :

Guiding center 
of a electron

Two guiding centers

(HF theory)

Our DMRG calculation
(Guiding center) : Guiding center 

coordinate
of the ith electron

n:Landau level index

Motivation

Standard 2D systems

Graphene

The two effective interactions
(Hs, HG) are different.

What happens to the ground state ?

�

( )
The eigenfunction of 
nth Landau level of graphene

: Transform of the Coulomb interaction

: Guiding center coordinate
of the ith electron

: Laguerre polynomials

Effective inter-electron interaction 
of Nth Landau level

s

G

The effective interactions between electrons 

in the nth Landau level in guiding center coordinates.

Rc is the classical cyclotron radius.

“Mixture” of the nth and n-1th

Landau levels of the standard 2D

Purpose
Previous works

�Hatree-Fock theory (C.-H.Zhang et al, PRB 75, 245414 (2007))

�Exact diagonalization (ED) (H.Wang et al, PRL 100, 116802 (2008))

Because of  these limitations, such studies cannot determine 
the phase diagram of the present system.

- The system size treated by ED is quite small.

- The filling factor studied is limited.

- But, quantum fluctuations are neglected in HF theory.

- Charge density waves (CDW) called stripes and bubbles

realize in the ground state in high Landau levels of graphene.

- Can the CDW ground states survive under quantum fluctuations?

In the present study, we investigate the ground state of graphene in the Landau 

levels of N=2,3 at various filling factors by the use of the DMRG method, and determine 

the ground state phase diagram.
Graphene Standard 2D

N=3

N=2

N=2 N=3

N=1 N=2is Mixture of
and

and

CDW

Liquid type ground states at some filling factors

Model

E(4)-E(3)

E(3)-E(2)

Typical Coulomb energy 
between electrons�

LL Separation
between 0th and 1th 
Landau level�

Energy
E(2)-E(1)
=166

E(1)-E(0)
=400

=108

Periodic boundary condition is imposed both 
in the x and y directions the period being LX and Ly, 
respectively. (Torus geometry)

Approximations

- neglect Landau level mixing
- assume valley-polarized ground state

Solve the inter-electron interaction Hamiltonian for spin and valley-polarized electrons 

at various filling factors in high Landau levels (N=2,3) of graphene.

filling factor �

: Electron

=128

- assume spin-polarized ground state

Relevant energy scales

: Image of 
the electron
in         .

: Total number of 
flux quanta in       .

DMRG method for quantum 2D electron systems in a 
high magnetic field

The DMRG method was originally developed for
short range interactions.

1D lattice models.

Map to a 1D model

One-particle states of free electrons in 2D
under perpendicular magnetic field :

N :  Landau level index

Xn : Guiding center (n : integer)

The ground state is determined only 
by the electrons in top most Landau level.

We can omit the Landau level index, N.

The quantum number is only Xn, 
which is a discrete number.

1D lattice model !

Long-ranged hopping !!

Measures to long-ranged hopping

- include the excited states to target states 
in the infinite system algorithm of the DMRG.

Two quantum 
numbers

LL splitting  
>>

inert

Energy

Landau levels

� � �

Target states

-

(N. Shibata et al. Phys. Rev. Lett. 86, 5755 (2001))

n -1 n n+1

N=3,�=0.4 (N�=30,Ne=12)

E

aspect ratio :

Three guiding centers

(Guidind center) Pair correlation function
: Guiding center coordinate
of the i th electron

2-stripes

3-stripes

3-electron bubble

The stripe state is the lowest energy state. 
Is the same result produced in more large
system size? 
(We want to know the electronic phase 

in a bulk limit.)

N=3,�=0.4

aspect ratio :

E

Three guiding centers
are included.

�=0.4 The ground state is the stripe state.:

(N�=45,Ne=18)

The lowest energy state 

is the stripe state.

3-stripes 2-stripes

3-electron bubble

Ground state phase diagram of N=3 
Landau level of graphene

0.40.20.1 1/61/7 1/4 2/7 3/74/13 6/17

Wigner 
crystal 2-electron

bubble

bubble
3-electron

Stripe Stripe

0.0 0.5

1/8

Reentrant stripe phase

Unlocked 
stripe

: Guiding center 

of a electron

Pair correlation function 
(Guiding center)

y

x

0.40.20.1 1/61/7 1/4 2/7 3/74/13 6/17

Wigner 
crystal 

2-electron
bubble

bubble
3-electron

Stripe Stripe

C. -H. Zhang et al., PRB 75, 
245414 (2007)

Comparison with the result of the HF theory

0.0 0.5

DMRG (present study)

HF theory Wigner crystal 2-electron 
bubble

3-electron 
bubble

Stripe

1/8

Modulated
stripe states

Unlocked 
stripe

Ground state phase diagram of N=2 
Landau level of graphene

0.50.20.10.0 1/6

1/4

0.3 3/7

4/13

1/3

Wigner 
crystal 

2-electron
bubble Stripe

4/9

6/13

3/83/11

1/7

1/8

1/9

Unlocked 
stripe

: Guiding center of a electron

Pair correlation function 
(Guiding center)

y

x

Unlock

Comparison with the result of the HF theory

C. -H. Zhang et al., PRB 75, 
245414 (2007)

0.50.20.10.0 1/6

1/4

0.3 3/7

4/13

1/3

Wigner 
crystal 

2-electron
bubble Stripe

4/9

6/13

3/83/11

DMRG (present study)

HF theory
Wigner crystal 2-electron 

bubble
Stripe
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Summary

� By the use of DMRG method, we determined the ground state 
of electrons at various filling factors of the N=2,3 Landau level of 
graphene. 

� By analyzing the (guiding center) pair correlation function, we obtained
the reliable phase diagram of electrons in the N=2,3 Landau level of 
graphene.

� Possibility of realizing the unlocked stripe phase at low filling factors

� Possibility of realizing the reentrant stripe phase 
around �=0.3 of N=3 Landau level 



Investigation of the n(γ,K0)Λ reaction near the threshold

K. Futatsukawa for NKS2 collaboration, Tohoku Univ.

nn((γγ, , KK00))ΛΛ reaction in the threshold regionreaction in the threshold region

Experimental apparatusExperimental apparatus

• The γ + n� K0 + Λ process plays a unique role in the 
investigation of kaon photoproduction mechanism.

• We have finished the construction of Neutral Kaon
Spectrometer (NKS2)

• We performed the physics data taking with the deuteron 
target.

• The momentum distribution was obtained for two photon 
energy region, 0.9 to 1.0 GeV and 1.0 to 1.1 GeV.

• It is ready to contact the theorists and to discuss these 
results.

SummarySummaryMomentum DistributionMomentum Distribution

KaonKaon photoproductionphotoproduction

solid lines : Kaon-MAID [T. Mart and C. Bennhold, Phys. Rev. C 61 012201(R) (1999)]
data : SAPHIR(98) [M. Q. Tran et al., Phys. Lett B445, 20 (1998)]

[S. Goers et al., Phys. Lett B445, 20 (1998)]
SAPHIR(04) [K. –H. Glander et al., Eur. Phys. J. A 19, 251 (2004)

[R. Lawall et al., Eur. Phys. J. A 24, 275 (2005)
CLAS            [R. Bradford et al.(CLAS Collaboration), Phys. Rev. C 73, 035202 (2006)]

Total cross section for 6 Total cross section for 6 isospinisospin channelschannels
of of kaonkaon photophoto--productionproduction

• n(γ, K0)Λ reaction
K0

S : K0
L =  1 : 1

• K0
S decay channel

K0
S (cτ = 2.68 cm) 

: π+ π− (69 %)
π0 π0 (31 %)

• Photon energy dependence
– 0.9-1.0 GeV

• KaonMAID~SLA(-1.9)

– 1.0-1.1 GeV
• KaonMAID~2*SLA(-1.9)

Backward peak is suggested

Restraint on diagram contributions in theoretical models

• Angular distribution
– Using SLA with various rkk

� angular distribution in    
center of mass system

Eγ=1.05GeV

ppππ++ππ−−ππ−− Event DistributionEvent Distribution

An example from two tracks events

pπ+

π−

1/β

ch
ar

ge
*m

om
en

tu
m

 [G
eV

/c
]

PID

Correlation between pCorrelation between pππ−− and and ππ++ππ−− Invariant MassInvariant Mass

• Energy Region               0.8 - 1.1 GeV
n(γ, K0)Λ threshold  (915 MeV)

• Energy Resolution         10 MeV
• Beam Intensity               2 � 10 6 Hz
• Duty Factor                    65 - 85 %

5 m

NKS2

1.2 GeV STB-Ring

Radiator
Bremsstrahlung

1.2 GeV electron

STB Tagger System

150 MeV electron
from LINAC

NKS2 SetupNKS2 Setup

680 Dipole Magnet
– Magnetic Field 0.42 T

Liquid D2
Target

Cylindrical Drift Chamber (CDC)
& Straw Drift Chamber (SDC)

� Trajectory of Charged Particle
� Momentum

Inner Hodoscope (IH)
& Outer Hodoscope (OH)

� Trigger counter
� Time of Flight

1 m

20 cm

γ beam γ beam

Electron Veto Counter
� e+e− background suppression

Tagged photon beamTagged photon beam
NKS2 was installed at Laboratory 
of Nuclear Science, Tohoku 
(LNS-Tohoku).

The photon beam is generated via 
bremsstrahlung and scattered 
electron is tagged by STB-Tagger
system. 

K0 are measured with Neutral Kaon Spectrometer (NKS2) 
by detecting the K0

S� π+π− decay channel .

NKS2 is a spectrometer dedicated to measure the n(γ, K0)Λ
reaction in the threshold region. It consists of a  dipole 
magnet and two types of drift chamber, TOF counter. The 
liquid deuterium target is located at the center of NKS2. The 
acceptance covers the very forward region, making it 
possible to measure much larger kinematical region for K0

Kaon production on a nucleon or a nucleus by the electromagnetic interaction 
provides invaluable information on the strangeness production mechanism and 
strengths of meson-hadron coupling constant. Because the electromagnetic 
interaction is better understood than the hadronic interaction. Other subject in 
the investigation of photo- and electro- production of kaon is searching for 
‘missing resonances’ which are predicted by QCD models but not confirmed 
experimentally in hadronic reaction such as πN. Quark model studies suggest 
some of these resonances may strongly couple to strange channels. Kaon
photoproduction can be a good probe to find missing resonance states.

However the elementary processes of kaon photoproduction are far from well 
understood. The precise measurement such as each polarization of beam and 
target, hyperon have an essential information on kaon photoproduction
mechanism.  On the other hand, the experimental data for the lack of isospin
channel are eagerly waited, as they provide an other approach to the 
investigation of kaon photoproduction.

IntroductionIntroduction

n(γ, K0)Λ process has unique features in the investigation of kaon production process by 
electromagnetic interaction as follows,

� no charge in initial and final state

� t-channel Born term does not contribute

� isospin symmetry to p(γ, K+)Λ process

� sign of coupling constant in u-channel is opposite 

g(K0Σ0n) = −g(K+Σ0p)

� the electromagnetic coupling constants of resonances in the s- and t-channels

� It’s different from K+ process : e.g., g(N*nγ) and g(K�K0γ)

Due to these characteristics, the interference among the diagrams in the K0 production 
process is quite different from that in the K+ process.

For the elementary reaction of γn� K0Λ, photon energy dependence and angular 
distribution at Eγ = 1.05 GeV are calculated using Kaon-MAID model and Saclay Lyon 
model(SLA). These two models agree well with the γp� K+Λ process, while those are 
quite different for the  γn� K0Λ process.

The red, blue and magenta line represents

the pion, proton and deuteron region, respectively

Feynman Diagrams for isobar modelFeynman Diagrams for isobar model

Schematic view of NKS2Schematic view of NKS2

Schematic view of the experimental hallSchematic view of the experimental hall
at LNSat LNS--TohokuTohoku

Detector AcceptanceDetector Acceptance

cosθK0 Lab K0 momentum [GeV/c]

Simulation Condition :
Generate K0 isotropically in Lab frame, 

0 < pK0 < 1.0 GeV,  0.5 < cosθK0,Lab < 1.0

Use the same analyzer for the experimental data.

KK00 AcceptanceAcceptance

cosθΛ Lab Λ momentum [GeV/c]

ΛΛ AcceptanceAcceptance

Simulation Condition :
Generate Λ isotropically in Lab frame, 

0 < pΛ < 1.2 GeV,  0.75 < cosθΛ,
Lab < 1.0

Use the same analyzer for the experimental data.

d

−0.9 < cosθOA < 0.8
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|mpπ−−mΛ|>7.5 GeV/c2

|mπ+π−−mK0 |>25 GeV/c2
or

Correlation between pCorrelation between pππ++ and and ππ−−ππ−− Invariant MassInvariant Mass

Background EstimationBackground Estimation Invariant Mass DistributionInvariant Mass Distribution

This figures is the correlation between 
momentum and inverse velocity. The sign of 
momentum represents the charge of the 
particle.

Particle Identify (PID)Particle Identify (PID)

This figures is the correlation 
between pπ− and π+π− invariant 
mass distribution.  The K0Λ
coincidence events can be 
confirmed. 

This figures is the correlation 
between pπ+ and π−π− invariant 
mass distribution. The events 
which are candidate for K0Λ
coincidence events weren’t filled. 

The red and blue line represents

|mπ+π−−mK0 |<25 GeV/c2 and

|mpπ−−mΛ |<7.5 GeV/c2 region,

respectively

This figures represent the 
background estimation from the 
invariant mass distribution. The 
invariant mass distribution of 
background events are 
simulated by Monte-Carlo 
method. The ratio and amount 
of the background events was 
gotten by fitting. 

Data : Experimental data

Background estimation(simulation)

R : Background Sum

G : 4 body phase space

B : Δ++π−π−

This figures represent the invariant mass 
distribution of pπ− and π+π− in each energy. The 
pπ− invariant mass is shown with the region of 
|mπ+π−mK0|<25 GeV/c2 . The π+π− invariant mass 
represents with the region of |mpπ−−mΛ|<7.5 
GeV/c2. The greed line is shown the estimated 
background.

|mpπ−−mΛ|>7.5 GeV/c2

|mπ+π−−mK0 |>25 GeV/c2
or

0.9< Eγ <1.0 GeV

1.0< Eγ <1.1 GeV

K0 Momentum [GeV/c]

K0 Momentum [GeV/c]

dΩ
/d

p
[μ

b/
(G

eV
/c
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After acceptance correction
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Networks around us
•Internet
•Power grid

Flows 
•Packet
•Electric
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Power grid
•Airline

Electric
•Airplan
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•Robustness
e.g. Keeping the connectivity of Int

against the failure of routersagainst  the failure of routers 

•Efficiency
e.g. Prevention of packet jam

Traffic flow on road network is one
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The Tomei Expressway
F fl

�
���

��������
Macroscopic viewpoint
•Burgers equation

Traffic jam

Free flow

Two lane road which has a 

•Lighthill-Whitham model

Microscopic viewpoint
•Cellular automaton model
•Optimal velocity model

Cellular automaton (CA) model
•184 model
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184 model
•Asymmetric ����� �����
��������

� !���"
•Nagel-Schreckenberg (NS) model

In one dimensional case the fundamental

NS model

Previous studiesIn one dimensional case, the fundamental 
diagrams (flow-density relationship) of these 
models can reproduce the major 
characteristic of the ones of real traffic flow.

Previous studies
•Y. Ishibashi and M. Fukui  J. Phys. S

•M. E. Foulaadvand and M. Neek-Am
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Bottleneck is a factor which interrupts traffic flow.
At an intersection, cars on one lane interrupt cars on the other 
lanes. Road network consists of bottlenecks linked each other.

e of them.  
lanes. Road network consists of bottlenecks linked each other.
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We check the adequacy of the model
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We check the adequacy of the model. 
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Staggered Order with 
Kondo and Crystalline Field Singlets

Tohoku University, D1
Shintaro Hoshino, Junya Otsuki, Yoshio Kuramoto

Properties of PrFe4P12

Phase Diagram (Hidaka et al)

Resistivity (Hidaka et al)

�CEF states is singlet-triplet quasi-quartet
by microscopic theory (Otsuki et al)
�Scalar Order has been suggested
theoretically (Kiss and Kuramoto) and
experimentally (Kikuchi et al)

Neutron Scattering (Iwasa et al)

Band Structure in LaFe4P12

Harima

We consider two-band model
coupled with crystalline electric field (CEF) 
singlet-triplet systems: 
two-band singlet-triplet Kondo model

Purpose:

Investigation of the competition between
Kondo singlet and CEF singlet.

2band Singlet-Triplet Kondo Model

conduction band

f2 localized states:
singlet-triplet quasi-quartet

pseudo-spin representation

Conditions
�put J1 = J2 = J for simplicity
� nc=1: one conduction filling per site (quarter filling)

Hamiltonian

Local Picture

Methods

Half Brillouin Zone

Georges et al (1996)

Rubtsov et al (2005)
Werner et al (2006)
Otsuki et al (2007)

�Two-Sublattice Dynamical Mean-Field Theory

�Continuous-Time Quantum Monte Carlo
�without approximation
�absence of negative sign
�finite temperatures {

Density of States (hypercubic lattice)
perfect nesting property at half filling Gaussian

Phase Diagram for Kondo Lattice

We concentrate on the case with J = 0.8 ,
and investigate the effect of the CEF splitting �.

Para

CDW

Ferro

Otsuki et al (2009)

0.2 0.4 0.6 0.8 1.0 1.2

quarter filling:
�Charge density wave (CDW)
arise.
�At sufficiently low temperatures
there is magnetically ordered 
phase.

Inverse Susceptibilities

Charge density wave shown in (e) 
is stabilized by the CEF singlet.

�-T Phase Diagram for J = 0.8

�The CEF splitting stabilizes the CDW order up to ������.
� Large enough � destroy the CDW (Every site forms CEF singlet).

Ordered Moments

�Increase of ordered moments due to the CEF splitting.
�Initial rise of moments becomes sharper with increasing �.

�
�	
�


(a
rb

. u
ni

t)

Local Magnetic Susceptibility

������Kondo Lattice, red line
A: Local magnetic fluctuation
increase
� Free localized spin
B: suppresion of the magnetic 
fluctuation
� Kondo singlet

�������(green and blue lines)
Every susceptibility shows 
van Vleck-type behavior in the
CDW phase.
�What  happen?

A

A

A

B
B

B

Equal-Time Correlations for �����

A: <S�sc> decrease and <S1� S2 > increase.
B: <S�sc> increase and <S1� S2 > decrease.

The CDW turns out to be
Staggered order with Kondo and CEF singlets.

Density of States for �������

The CDW transition is accompanied by the metal-insulator transition

: summation over sublattices

above TCDW
just below TCDW
below TCDW
non-interacting

Local Magnetic Spectrum for �����

CEF singlet site Kondo singlet site

T=0.04

T=0.01 T=0.01

Above TCDW:
�Broad quasi-elastic peak which is 
characteristic for Kondo effect.

Below TCDW:
�Inelastic peak
�Intensity in CEF singlet site  is 
much stronger than Kondo singlet site.

Origin of Charge Fluctuations

Model Space: “Local Singlet” or “Free Spin without Conduction electron”

1st order

2nd order

hopping for
Kondo singlets

repulsive interaction

attractive interaction

Kondo Lattice Model:

Summary and Discussions

We have first revealed the novel electronic order with 
staggered Kondo and crystalline electric field (CEF) singlets.

� Kondo effect plays an essential role for the formation of the 
charge density wave (CDW).
� This order is important especially in the CEF singlet system.
� The CDW at quarter filling is accompanied by the metal-insulator 
transition.

Relevance to PrFe4P12

�The CDW in the present model is non-magnetic scalar order.
�The inelastic peak in local magnetic spectrum.
�Reduction of the number of carriers at transition temperature.

Remaining Issues

The more concrete calculation aimed at the understanding of the 
behaviors in PrFe4P12.



 4. Comparison of the experimental data and some calculations

 3. Experimental results of the H(9C,p) reaction at 300 MeV/nucleon

Proton elastic scattering of 9C at 290 MeV
Y.Matsuda

Department of Physics, Tohoku University

The differential cross-section for proton elastic scattering on 9C at 290 MeV/u was measured in inverse kinematics. 
The experimental method, results and discussion are shown below.

 1. Introduction  2. Elastic Scattering of Protons with RI beams (ESPRI) equipment

Goal : Deduce nuclear matter density distributions of unstable nuclei

☆The (p, p) reaction at intermediate energies(～300 MeV) is suitable probe.

♩The proton has the longest mean free path in nuclei.

 interior structure  accuracy of surface distributions (halo, skin)
♪A proton interacts with not only protons but also neutrons.

 neutron density distribution
A one-step direct reaction is dominant.

 simple and exact treatment, respectively; Relativistic impulse approximation
♬The effective interaction has been well studied using polarized beams for stable nuclei.

 nicely reproduce cross-sections and spin observables from small to large momentum transfer

Experiments until now
Stable nuclei 

For example, neutron density distributions of Sn 
isotopes extracted from proton elastic scattering 
at Ep=300 MeV at RCNP.

Unstable nuclei.
GSI : He and Li isotopes at E=700 MeV/u.
RIKEN etc. : various nuclei at E <100 MeV/u.

 At E=300 MeV/u,
    experiments have not been performed.

Point nucleon density distributions for 116-124Sn
S.Terashima et al ,Phys. Rev. C 77, 024317 (2008)

Inverse kinematics

Optical potential
(1) Relativistic Impulse Approximation (RIA)

 [D.P.Murdock and C.J.Horowiz, Phys. Rev.C35(1987)1442.]

(2) Hamburg G-matrix Approximation (G-matrix)
 [L.Rikus and H.V.von Geramb, NPA426(1984)496.]

5. Summary

 - The differential cross-section for 9C was measured in the momentum transfer region of 1 to 2 fm-1.
 - This measurement is the first at the energy region at which the proton has the longest mean free path in nuclei.
 - The experiment was performed with very low background using the 5 mm thick solid hydrogen target.
 - The excitation energy resolution was about 1 MeV.
 - Compared with 12C data, the angular distribution does not show a clear diffraction minimum.

 - The angular distribution is compared with microscopic model calculations.
    Optical model description is performed with the RIA and the G-matrix approximation. Description of nuclear structure is done with the RMF and the AMD.
 - The unclear diffraction minimum is comparatively reproduced by the RMF.
    It is considerd that this reproduction is derived from that the tail of the proton distribution grow longer than that of the AMD result.
 - The RMF calculation is performed by adjusting the scalar mass so as to reproduce the matter radius 2.42(3) fm.
    The calculation suggests that there might be a large differentce between the proton and neutron radii, which are 2.58 fm and 2.06 fm respectively.
 - Though more detailed discussion could be done by comparing with more backscattering data, a lack of data and an inaccurateness of nuclear reaction models at the angle make it difficult.
    In future, it is desired to improve these two points.
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Detector

300 MeV/A

Dipole

Dipole

Degrader

Secondary beam

Beam Drift 
Chamber(BDC)1

BDC2

BDC3

Experimental setup
 Missing mass (MM) spectrometer : p beam + p p  MM (target point : Ex ～400 keV)

 Cover extensive momentum transfer region : up to ～2 fm-1

Large momentum 
                             

transfer region  , lab = 66° 
                            ～10 m

- 80°,    Ep=20-120 MeV
msr/deg.

il
Recoil drift chamber 436x436 mm2  (x-y-x’-y’) 

Recoil 
spectrometer plastic scintillator 440x440 mm2 x 2 mmt 
p

NaI(Tl) calorimeter 431.8x45.72 mm2 x 50.8 mmt 

Target Solid hydrogen 35 - 5 mmt  / 30 - 1 mmt 

Small momentuum transfer reggion ( lab = 75° - 85°), ～14 msr/deg.

Telescope Si strip 70x50 mm2 x 300 mt

CsI(Tl) 70x50 mm2 x 25.5 mmt

Target CH2 - C 70x50 mm2 x 0.3 mmt

p

p

L～
0.

25
 m

L～
1 

m

Scintillation Fiber Detector (SFD)

Plastic scintillator

Plastic scintillator

veto scintillator

veto scintillator

Plastic scintillator

Plastic scintillator

Plastic scintillator

m Drift
DC3

Solid hydrogen 

CH2 - C

Recoil proton spectrometer (RPS)
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Ex spectrumScatter plot of lab. and Tp/Ex 

Density distribution
(1) Relativistic Hartree Approximation (RMF)
       [C.J.Horowiz and B.D.Serot, NPA368(1981)503.]

(2) Antisymmetrized Molecular Dynamics (AMD)
      [Y.Kaneda-En’yo and H.Horiuchi, Prog.Theor.Phys.Suppl.142(2001)647]

Primary beam : 12C 430 MeV/u 6x109 counts/spill

Secondary beam : 9C 277-300 MeV/u 4x104 counts/spill

Spill structure 3.3 seconds(duty factor 50%)

Total number of 9C
4.5x108 counts/52.8 hours 
 0.39x108 counts/5.2 hours

(SHT) 
 (B.G.)

Target Solid hydrogen 5 mmt  (433 mg/cm2)
m03m02m010

F1

F2

D1

D2

D3

F0 (Production target)

Primary beam

HIMAC  beam line

SB2 course
SHT

F1’

Q5

Q1
Q2

Q4
Q3

Q8
Q7

Q6

Q10Q9
Experiment room

Angular acceptance ±13 mrad 

Momentum acceptance ±2.5%

Production target 9Be 50 mmt

Energy degrader Al 10.58 mmt (wedge 1°)

Magnetic rigidity (D1/D3) 4.3855 Tm / 4.0865 Tm

Momentum dispersion (F1’) 20 mm/%

Magnification factor (SHT) 1(x), 3(y)

National Institute of Radiological Science(NIRS) 
  SB2 course @ Heavy Ion Medical Accelerator in Chiba(HIMAC)

Density distributions of 9-12C
RMF [fmm]

rp rn rm

9C 2.58 2.06 2.42*

10C 2.36 2.12 2.27*

11C 2.16 2.07 2.12*

12C 2.35** 2.32 2.34

AAMD [fmm]

9C 2.37 2.10 2.28

10C 2.36 2.24 2.31

11C 2.34 2.28 2.31

12C 2.35** 2.33 2.34

*   A.ozawa et al., NPA693(2001)32.
** W.Ruckstuhl et al., NPA430(1984)685.10-5
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  Ref. : H.O.Meyer et al.,
                 PRC37(1988)544.
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The 2nd GCOE
International Symposium on
"Weaving Science Web beyond Particle-Matter Hierarchy"g y y
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M ti tih l Motivation� hypernucleusyp

Investigate the fine struc• Normal nucleus : proton(s) + neutron(s) np n Investigate the fine struc
hypernuclei by t

p ( ) ( )
(e.g. 12C = 6 protons, 6 neutrons) n

p
p np hypernuclei by t• � hypernucleus : proton(s) + neutron(s) + �

( 12 B 5 t 6 t �)
p

p nn
p

p

•12C(e e’K+)12
�B

(e.g. 12
�B = 5 protons,6 neutrons, �)

p
np ��particle : C(e,e K ) �B

•Fine structure of p-shell
�particle : 

Consist of u d s quarks ( lightest hyperon strangeness = -1 ) Fine structure of p-shell 
•Mirror symmetric hypern

Consist of u,d,s quarks ( lightest hyperon, strangeness  1 )
Free from Pauli exclusion principle by nucleons (proton and neutron) •Mirror-symmetric hypern

•7Li(e e’K+)7 He
p p y (p )

� can be bound deeply inside nucleus
•7Li(e,e K+)7

�He
N t i h h lQuark Charge s Particle Quarks Charge s Mass(MeV/c2) •Neutron rich hypernucle

N N li

Quark Charge s
u +2/3 0

Particle Quarks Charge s Mass(MeV/c )
Proton uud +1 0 938.3 • �N-�N couplingu 2/3 0

d -1/3 0
Proton uud 1 0 938.3

Neutron udd 0 0 939 6
•28Si(e,e’K+)28

�Al
d 1/3 0
s -1/3 -1

Neutron udd 0 0 939.6
� uds 0 -1 1115 7

•Single-particle potential
s 1/3 1 � uds 0 1 1115.7

s : strangeness s : strangeness g p p
•First challenge to study 

f

g g

g y
•Binding energy of hypernuclei

� New information on �� Structure of nucleus � New information on �St uctu e o uc eus
� Hyperon Nucleon (YN) interaction� Hyperon – Nucleon (YN) interaction

E01-011 setupE01-011 setup
Scheme of DataScheme of Data

K+ 1 2 G V/ P ti l ID Select K+K+ 1.2 GeV/c Particle ID Select K+

Time Of Flight CheTime Of Flight, Che

T i id S l t tTrue coincidence Select tr
C i id

e’ 0 3 GeV/c HKS
Coincide

e  0.3 GeV/c HKS 
(newly designed and(newly designed and 

fabricated by Tohoku group) Optical m
QQD ( normal

fabricated by Tohoku group) Optical m
Configuration QQD ( normal 

conductivity ) HENGE conductivity )
Momentum 1 2 G V/ 12 5 %

H
E

ENGE
configuration Split-pole

Momentum 
acceptance 1.2 GeV/c 12.5 % E

Momentum 0.316 GeV/c
30 %

Momentum 2 10-4 (FWHM)e TuMissing massacceptance 30 % resolution 2 10 (FWHM)
1.8 GeV

Tu
m

Missing mass
Momentum

l ti
4 10-4 (FWHM) Angular acceptance 1 ~ 13

1.8 GeV
S

resolution
( )

Solid angle 16 msr (w/ splitter) �Solid angle 16 msr (w/ splitter)

Background estimation by mixed event analysisg y y

•Background source : accidental coincidence between e’ and K+ac g ou d sou ce acc de ta co c de ce bet ee e a d
•Mixed background � random combination of e’ and K+

12C( ’K )12 BMixed background � random combination of e  and K
with different event ID

12C(e,e’K+)12
�B

with different event ID
Much higher statistics (less statistical fluctuation)Much higher statistics  (less statistical fluctuation)

Normal background (red)g ( )

12 1212C(e,e’K+)12
�B (preliminary)( , ) � (p y)

� d � t (CH )� and � spectra (CH2) Data taking : ~90 hours w/ 30 �Ap ( 2) g �
Ground State : ��~ 470 keV (FWH

E01-011
~70 hours #2

�
70 hours

(450 mg/cm2 1 5 uA) #1 #2
c.f. E89-009, 183 hours� (450 mg/cm , 1.5 uA)

,
(8.8 mg/cm2, 0.5 or 1.0 uA)1.9 MeV 

(FWHM) T. Miyoshi et al., 
Ph R L tt 90 232502(2003)

(FWHM) � Phy. Rev. Lett. 90, 232502(2003)�
2 3 MeV

~ 3 5 MeV
2.3 MeV 
(FWHM)  3.5 MeV 

(FWHM)
(FWHM)

( )

Mirror symmetric 12 C @ (�+ K+)Mirror-symmetric 12
�C @ (�+,K+)

T. Hotchi et al.,T. Hotchi et al., 
Phys. Rev. C 64(2001) 044302

Better resolution and statisticsBetter resolution and statistics

��~ 1450 keV 
( )(FWHM)

SummarySummary
•The second generation � hypernuclear spectroscopy by (e,e’K+) reaction has been carried out successg yp p py y ( )
•New configurations, HKSHKS and Tilt methodTilt method, significantly improved both energy resolution and statistics g , , g y p gy
•New background estimation method (mixed event analysis)New background estimation method (mixed event analysis)
•Neutron rich hypernucleus 7

�He was observed with sufficient statisticsNeutron rich hypernucleus �He was observed with sufficient statistics
•First spectroscopy of sd-shell hypernucleus 28 Al by (e e’K+) reaction was successfully performed•First spectroscopy of sd-shell hypernucleus 28

�Al by (e,e K ) reaction was successfully performed

A l i i i th fi l t•Analysis is in the final stage

i H lics � Hypernuclearics � Hypernuclearics � Hypernuclear 
tiactionactionaction 
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Second generation hypernuclear spectroscopySecond generation hypernuclear spectroscopy 
@ JLab Hall C (E01-011, 2005)

ture of various �
@ JLab Hall C (E01 011, 2005)

ture of various �
the (e e’K+) reaction Upgrade of first generation experimentthe (e,e K ) reaction Upgrade of first generation experiment 

@JLab (E89-009, 2000)
hypernucleus

@ ( , )
High resolution Kaon Spectrometer HKSHKShypernucleus

nucleus (vs 12 C @ (�+ K+))
High-resolution Kaon Spectrometer HKSHKS

Specialized for hypernuclear spectroscopynucleus (vs. 12
�C @ (� ,K )) Specialized for hypernuclear spectroscopy

Large acceptanceg p
Short orbit

eus � < 0.5 MeV energy resolution w/ high quality primary MeV energy resolution w/ high quality primary 
l b f CEBAF@J bl b f CEBAF@J belectron beam from CEBAF@JLabelectron beam from CEBAF@JLab

Tilt methodTilt method for scattered electronTilt methodTilt method for scattered electron
Optimization of detection angle of e’

beyond the p-shell region
Optimization of detection angle of e

Suppress a huge background from Bremsstraglung and Møller scatteringy p g pp g g g g g
e’ spectrometer vertically tilted by 8 degree

�N interaction �Higher Luminosity w/ better S/N ratioHigher Luminosity w/ better S/N ratio�N interaction g yg y

a analysis Estimation of systematic errorsa analysis Estimation of systematic errors
depend on the tuning proceduredepend on the tuning procedure

erenkov
•Blind analysis with simulation data

erenkov CH2 data : well-known mass 2
12C data  : binding energies and cross sections  

i id t

C data b d g e e g es a d c oss sect o s
were arbitrarily changed and hidden fromrue coincidence event

ti

were arbitrarily changed and hidden from 
analyzersence time analyzers

•Analyze simulation data w/ the same method as experimental data•Analyze simulation data w/ the same method as experimental data

matricesmatrices
HKS : New spectrometer Systematic error ….HKS : New spectrometer
ENGE : Optically new spectrometer

Systematic error ….
for major peak (S/N > 1)ENGE : Optically new spectrometer

(Tilt method)
for major peak (S/N > 1),  

Accuracy of binding energy ~ 100 keV(Tilt method)
Tune Angular and

Accuracy of  binding energy ~ 100 keV
cross section ~ 5%Tune Angular and 

momentum matrices
cross section ~ 5%

for core excited states( S/N <1)
Sieve slit run (angle)

for core excited states( S/N <1),
Acc ac of binding ene g 400 keV

( g )
�,�, and 12

�B g.s. (momentum) Accuracy of binding energy ~ 400 keV
cross section 90 %cross section ~ 90 %

Effi i i f ti ti tiEfficiencies for cross section estimation
Cross section of the ( * K+) � htrk: ~ 0 96Cross section of the (	*, K+): �
htrk: ~ 0.96

HKS tracking efficiency

�� KNd 111
g y

�
AC: ~0.96

���
�

�
� d 111 AC cut efficiency

WC: 0 95
12C(e,e’K+)12

�B �
� �

�
�

�
� � i totalT dNNd 1 �	

�
WC: ~0.95
WC cut efficiency��� i totalT 1	

NT : # of target

WC cut efficiency
�
bk:  ~0.98NT : # of target

N : # of V P
beta cut efficiency
t k 0 88N	: # of V.P.

d� lid l t f HKS
�
etrk: ~0.88

ENGE tracking efficiencyd�: solid angle acceptance of HKS
0

ENGE tracking efficiency
f abs: ~0.82

NK : yield of �, �0, or hypernuclear state Kaon absorption factor

bkWCAChtrktotal ���� ����� f decay: ~0.35
Kaon decay factorbkWCAChtrktotal

fff ���� �
Kaon decay factor

f comp: ~0.97
competrkdecayabs fff ���� � f comp:  0.97

Computer dead time factor

Target Thickness N d Tune Total
Systematic error

Target Thickness N	 d
�

�total Tune 
(S/N>1)

Total
Systematic error

[%]
� (S/N>1)

7Li 5 23[%] 7Li 5 23Background by mixed 22 1 3 512C 2 22
Background by mixed
event analysis (red) 28Si 5 23event analysis (red)

28Si(e e’K+)28 Al (preliminary)7Li(e,e’K+)7
�He (preliminary)

28Si(e,e K+)28
�Al (preliminary)Li(e,e K ) �He (preliminary)

#3M) #3
#2

#1
#2

#1
#1#1

Data taking : ~140 hours w/ 30 �A, Ground State : ��~ 470 keV (FWHM)

Data taking : 30 hours w/ 30 A

g � , ( )
First spectroscopy beyond the p-shell by (e,e’K+) reaction

Data taking : ~30 hours w/ 30 �A
p py y p y ( , )

First observation of 7�He Mirror-symmetric 28
�Si @ (�+,K+)�

w/ sufficient statistics
y � @ ( , )

T. Hasegawa et al., 
Ph R C 53(1996) 1210w/ sufficient statistics Phys. Rev. C 53(1996) 1210

��~ 2200 keV 
(FWHM)(FWHM)

Emulsion data of 7�He�
M.Juri� et al., 
Nucl. Phs. B52(1973) 1

sfully at JLab in 2005y



    The KamLAND detector’s main components are oils,
 EVOH films, Kevlar strings, PMTs, water and stainless.
And it is surrounded by rocks.

 

Simulation tool geant4
a toolkit for the simulation of particles through
matter
(reference : http://geant4.web.cern.ch/geant/)

• Construction of the detector geometry.

• Generation : 
    generate gamma-rays from each materials.

• Reconstruct :
    reconstruct energy deposits in 
    the detector as signals in order to 
    compare with real KamLAND data.

External Gamma-ray Backgrounds of the KamLAND Detector
Yukie Minekawa

Physics, D2, Tohoku University

KamLAND Detector    

Rock

Stainless

EVOH film
        &
Kevlar string

PMT

External Gamma-ray Sources Simulation 
for 

Background Estimation

38 Bq48 Bqtotal

7.2 Bq14 BqEVOH

31 Bq34 BqKevlar

ICP-MASSResult

Gray      : KamLAND data
Simulation data
    Red       : Rock + Glass + Stainless
    Brawn    : Rock
    Light blue : Glass
    Blue       : Stainless

Summary

Simulation : 40K in EVOH film and Kevlar string

    In order to detect low energy signals, it is 
necessary to reduce harmful signals. The reason 
why it is underground is to shield from cosmic 
muons  by mountain rock.
  
    The detector was made of as pure materials as 
possible and have been kept clean.
    However there are some radioactive impurities
in every components and surroundings. They 
generate gamma-rays and they can be background.
They are called the external gamma-ray background.
    It can affect especially precise 7Be neutrino 
observation. 
 

The KamLAND Detector is located 1000 meters 
under the mountain in Gifu prefecture.
   It is searching neutrinos, especially low energy 
ones like reactor neutrino, solar neutrinos and so on.

• We can estimate the amount of external gamma-ray backgrounds by comparing the 
  simulation data with KamLAND data.
• This time, 40K and 208Tl are generated in the simulation and get the result that almost 
  consistent with analysis’s.
• The 40K background rate is 

1.0         [events / day] (90% C.L.)
  in 4.0 meters fiducial volume and within energy 1.3 ~ 1.6 MeV.
• The 208Tl backgraund rates are 

< 7.1 � 103 [events / day] from rock
< 8.5           [events / day]  from Glass (PMT)
< 0.33         [events / day] from stainless

in 4.0 meters fiducial volume and within energy 2.4 ~ 3.0 MeV.

• We needs more simulation events to estimate precisely. 
• We plan to estimate the amount of gamma-rays from others.

EVOH film : The KamLAND inner detector is 9 meters 
                    radius stainless tank. It contains 6.5 meters 
                    radius liquid scintillator at the center.
                    This liquid scintillator is separeted by 
                    a balloon made from EVOH films.

Kevlar string : The balloon (that was made by EVOH films)
                       is held by grid-like Kevlar strings.

    KamLAND data

 simulation data (Kevlar)

Gamma-ray generation

• Energy 1.4 MeV
• Position EVOH and Kevlar
• Dirction uniform

Attenuation length
KamLAND data

19.55 ± 0.02 cm
simulation data

19.78 ± 0.2 cm

Simulation : 208Tl  in Rock, Glass  (PMT), Stainless
Gamma-ray generation

• Energy 2.6 MeV
• Position Rock, glass (PMT surface) and stainless
• Dirction uniform

KamLAND
geometry

using geant4

A
. U

.

R [cm]

Estimation
    The amount of 
gamma-ray from 40K was
estimated by comparing 
phi distribution with 
KamLAND data.
    The gamma-rays from 
the Kevlar string make a 
pattern in the phi 
distribution. 
    The heights of the 
projections of it show the
amount of the gamma-ray
from the Kevlar strings.

    The table shows the 
estimation result with
analysis’ .

film 9 m6.5 m

ev
en

ts
 / 

da
y

Phi [degree]

Energy : 2 ~ 4 MeV
Radius : 6.0 ~ 7.5 m

Theta [degree]                   

Not consistent

ev
en

ts
 / 

da
y 

/ m
3  

   
   

   
   

   
   

    Theta distributions of the 
simulation and KamLAND data 
are almost consistent.

7Be neutrino events
~ 80 events / day

Estimation
    Fit theta distribution using 
the fitting functions which was 
gotten by the simulation.

Kevlar string
EVOH film

subtraction
of the signals from the rock

1000 m

KamLAND

Inner detector

Liquid scintillator

Kevlar strings



Proton and Neutron
cm

Elementary 
particles

Quarks
below cm

We don’t know precisely the 
size of elementary particles.

The size of Elementary Particles

Molecules 
cm Atoms

cm
Nucleuses

cm

Particle Physics

Experiment Group

Discovering new particles
and searching it’s property suggesting new 

theories

Theory Group

u c t

d s b

h

ν ν ν

e μ τ

γ

g

W

Z
New Theories

Experimental Data

Elementary Particles
The Standard Model of Particle Physics

u c t

d s b

Quarks

e μ τ

Leptons

Matter Particles

γ gW Z

Gauge Bosons

Higgs 

h

Don’t  discovered

Higgs Fields

Gauge Symmetry require that all elementary particles are massless.
Massless particles (for example photons) move light speed.

h h h h
h h hh

h

h h
h

hhh

Higgs fields brake the gauge symmetry spontaneously, and Higgs fields 
condensate in the vacuum. It interfere the elementary particles which
try to move light speed.  (generating masses)

e

The roles of Higgs Field on SM

ν e μ …

h

The Higgs doublet fields
give  masses other particles. 

massless
neutrinos Electron Muon

However, Super-K experiment Group discovered
that neutrinos have very little masses. 

The mystery of neutrino masses

ν

Neutrinos
below 0.2[eV]

e

Electron
0.5[MeV]

μ

Muon
100[MeV]

<<

Neutrino masses are much less than the other matter particles. 

In particle physics, the unit of weight is [eV].
[eV]=                    [Kg]

…

                  

Higgs Triplet Model (HTM)

u c t

d s b

Quarks

e μ τ

Leptons

Matter Particles

γ gW Z

Gauge Bosons

SM-like
Higgs 

h

Triplet Higgs

Higgs Triplet Model (HTM)

HTM is, which is an extension of SM, is capable of generating small
neutrino masses naturally. In HTM, there are two Higgs fields.

ν e μ<< …

H h

Higgs triplet fields
gives masses neutrinos.

Higgs doublet fields
gives masses other particles.

The smallness of neutrino masses are explained for existence of 
two Higgs fields

Lepton Flavour Violation

γ

Lepton number

[1,0,0] [0,1,0] [0,0,1]

[0,0,1]
[0,1,0]

[0,0,1]

[0,1,0]

[-1,0,0] [0,-1,0] [0,0,-1]

LFV processes don’t discovered, but in HTM, LFV processes are 
comparatively large.

Constraints for LEP and Tevatoron
Doubly charged Higgs bosons weren’t discovered in LEP and Tevatoron
For the results, The parameter regions in HTM are constrained.

Excluded region for        - plane

CDF

100       150        200        250        300        350        400

1.0

0.8

0.6

0.4

0.2

0

Excluded  via  ee→ee
by OPAL   95%  C.L.

Excluded
via  ee→eeH
by  OPAL
95% C.L.

Excluded via 
pair production
by  95%  C.L.

hee

The peculiarity of HTM

HTM is capable of generating small neutrino masses 
naturally. 

There are doubly charged Higgs boson.
Lepton flavor violating processes are comparatively large.

Especially, doubly charged particle don’t exist in SM.
Existence of  doubly charged Higgs boson are peculiar 
point in HTM.

Pair production in LHC

In LHC, if the doubly charged Higgs boson masses are 136-650[GeV],
they can discover the doubly charged Higgs bosons. (LHC14[TeV])

100 200     300    400      500     600     700      800     900   1000
[GeV]

Pair production cross section [fb]

10^{4}

10^{3}

10^{2}

10^{1}

10^{0}

10^{-1}

10^{-2}

σ[fb]

Search for LFV processes

The LFV decay                 (for example                 ) is currently being 
Searched for KEK-B.

                             

Summary

HTM is capable of generating small neutrino 
masses naturally. 

HTM relates strongly the new experiments 
(LHC,KEK-B, etc…) .



Electron diffraction study of 
the low temperature phase of 
Hollandite-type oxide K2Cr8O16

Daisuke Morikawa
Physics, D1, Tohoku University

Introduction
Recently, the high quality single crystal of Hollandite-type oxide K2Cr8O16 has
been successfully made by high-pressure synthesis and the metal-insulator
transition keeping ferromagnetism was formed at 95K [1]. This phenomenon
is very rare in the strongly-correlated electron materials. The crystal structure
of the low temperature phase and the origin of the metal-insulator phase
transition have been unclear yet. The purpose of this study is to examine the
phase transition at the nano-scale area of K2Cr8O16 using Convergent-beam
electron diffraction (CBED) and Selected-area electron diffraction (SAED).

[1] K. Hasegawa et al., Phys. Rev. Lett. 103, 146403 (2009).

Objective

Crystal structure of the low temperature phase

Investigation of the metal-insulator transition

Insulator

Hollandite-type oxide K2Cr8O16

Single crystal : high-pressure synthesis[1]
TEM sample : crush + Ag paste

K
CrO6

Room temperature phase
Space group : I4/m
Lattice parameter : a=9.7792(7) , c=2.9379(3)

180K95K

Paramagnetic

Metal

Metal-insulator transition
keeping ferromagnetism

CrO6 Octahedron
Double string

Ferromagnetic

c

Backgroud.1

Synchrotron X-ray diffraction dataBackgroud.2

Observation of (½ ½ 0) super spot
under 20K

I4/m (room temperature)

Tetragonal P42/n
Monoclinic P21/a or P21/n

A. Nakao et al., personal communication

Candidate of crystal structure
at low temperature

Crystal structure analysis at nm scale area 
using electron microscopy

CBED
Convergent-beam Electron Diffraction

SAED
Selected Area Electron Diffraction

Average structure
Rocking curve
Space group determination
Crystal structure and electrostatic potential

Incident
electron beam

Parallel Convergent100nm 1 nm

Experimental.1

50nm

CBED method

�-filter
to remove inelastically

scattered electron

JEM-2010FEF

Specimen

�-filter

nm scale area
analysis

CBED pattern

Experimental.2

[100] incidence CBED pattern (whole pattern)

300K 30K300K 30K

mm

Whole pattern
symmetry

&
Intensity distribution

No temperature
dependence

b*

c*

Whole pattern
symmetry

m

Result.1-1

[100] incidence SAED pattern

300K 30K

020

011

b*

Diffuse streak in b* direction Diffuse scattering

Stacking fault 
(010) plane

c*

Sharp at low temperature

Result.1-2 [001] incidence SAED pattern

300K 30K

000 110

020-110

-No super spot
-Spot are diffuse
-Low crystalline (difficult for CBED pattern)

Result.2

[201] incidence SAED pattern

300K 30K

000
020

-112-1-12

Super spot(?) and diffuse scattering
But no temperature dependence

Result.3

[111] [112] [113]

Other incidence SAED pattern (30K)

000
1-10

22-2
31-2

000
1-10

21-1
12-1

000
1-10

10-1
01-1

Stacking fault
(110) plane

No super spot 
&

Streak to <110> direction

Result.4

300K

020

001 011

[100]? incidence SAED pattern

b*

Forbidden reflection for I lattice + Super spot

Different lattice type?
P lattice + b,c axis 2?

0 ½ ½

Need more
information

Result.5

Only limited area

020

011

b*c*

Cs1.5Zn0.75Ti7.25O16[2]
Comparison of [100] incidence SAED pattern

K2Cr8O16

Streak
Stacking fault

Interstitial A-site ion
Long period structure

[2] M. L. Carter and R. L. Withers, J. Solid State Chem. 178, 1903 (2005).

Discussion.1
Diffuse scattering  (compare with other Hollandite oxide)

Different type

MBFIT

-Multiple-scattering calculation
electron has high scattering power
-Non-linear least-square fitting
direct comparison between experimental CBED 2D disk and calculation
fitting parameter (atom position, DW-factor, low-order crystal structure factor 
etc)
-Preprocessing of experimental data
-PC clusters
96 node PC cluster system were installed

Many-Beam dynamical-simulation and least-square FITting
K. Tsuda et al., Acta Cryst. A (1999,2002)

CBED pattern symmetry (compare with simulation)
Discussion.2-1

[100] incidence CBED pattern
comparison

Experiment Simulation

mm

symmetry of ZOLZ (projection)
2mm

symmetry of ZOLZ (projection)
m 2mmm
Good agreement at only HOLZ pattern
But ZOLZ symmetry are different!

300K

Discussion.2-2

ZOLZ : zeroth-order Laue Zone
HOLZ : higher-order Laue Zone

Discussion.2-3
[100] incidence CBED pattern

c

[100] incidence

(110) plane
Stacking fault

Stacking fault make low CBED symmetry
Main influence are shown at ZOLZ reflection

Need more high-crystalline single crystal

Summary

Metal-insulator transition keeping ferromagnetismp g g

No structure transition were found
CBED pattern symmetry no contradiction for space 
group I4/m

Stacking fault at (010) and (110) plane

Streak in SAED pattern

[100]? incidence SAED pattern

No I lattice type area exist

Sharp diffuse scattering at low 
temperature

Make low symmetry ([100]incidence CBED pattern)?

Future prospects & Other works
i. Visualization of orbital and/or charge ordering state

direct determination of 3 dimensional electrostatic potential using CBED method
spinel type (FeCr2O4), perovskite type (TbMnO3, Pr0.6Ca0.4MnO3, Sm0.5Ba0.5MnO3)

ii. Investigate the relation with Physical property and crystal structure 
RBaMn2O6 series (NdBaMn2O6 etc)
iii. Space group determination
BaCeO3, Li2TiO3, κ-Ce2Zr2O8, (K2Cr8O16)
iv. Estimate crystalline and composition of single crystal
BaFe2-xCrxAs2, (Pr, La)FeAsO1-xFx, Pr1-xSrxFeAsO
v. Polarization determination
AlGaN, GaN

i.

ii.
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Light scattering by collective excitation of 

phonon in quantum paraelectrics

Ryuta Takano

Physics, D1, Tohoku University

� �J.D.Axe, J.Harada, and G.Shirane, 
Phys. Rev. B 1, 1227 (1970).

KTaO3

q=(�,0,0)

  295K

    90K

�����6K

�
�

TO

TA

Quantum Paraelectrics

The TO-mode softens at the neighborhood 

of the � point.

��The density of state of phonon 

        increases at the � point.

���(TO-phonon�TA-phonon)

The polarization arrangement in these materials is disturbed by the zero point 

vibration at extremely low temperatures.  So they do not undergo a ferroelectrics 

phase transition.
SrTiO3,KTaO3�etc.

High

Low

Importance of the state of  collective 

excitation of phonon at low temperature. 

� �

V.L. Gurevich and A.K. Tagantsev,

 Sov. Phys. JETP 67, 206 (1988).  
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：dielectrics constant

：relaxation time of the “Umklapp process”

：relaxation time of the “Normal process”

Relaxation Time in the Phonon-Phonon Scattering 

NU 11 ττττττττ <<<<<<<<

The dielectrics constant of quantum paraelectrics 

is a value high at low temperature. 

K.A.Müller and H.Burkard, 

Phys.Rev. B19(1979)3593.
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Temperature

(A ferroelectrics phase transition is not caused.)

�The Normal process (the momentum conservation 

   process) is predominant.
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Energy Transportation in the Phonon Gas
＜Thermal Diffusion and Second Sound＞

＜Diffusion of heat＞

＜Propagation of heat＞＞＞＞

Thick:a number of phonon��
            Thin: a small number of phonon

The Umklapp process and the impurity scattering 

is predominent.

�(Umklapp+impurity+ +etc=Resistive process:�R)

The Normal process is predominant.

A compression wave of the phonon gas is propagated.

                                                      = Second Sound

There is a possibility that heat is propagated 

 as a wave in a gas.

Change in phonon number  = Change in the temperature
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Quasi Elastic Light Scattering (QELS) 

and Broad Doublet
B.Hehlen, A.L.Pérou, E.Courtens, 
and R.Vacher, PRL 75,2416(1995). 

SrTiO3

Frequency Shift �/2�(GHz)

-100 -50 50 1000
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LA

Rayleigh Scattering

“Broad” QELS

P.A.Fleury and K.B.Lyons, 
PRL.37,161(1976).
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Second Sound?

It is necessary to decide the relaxation

time of �
R
,�

N
 in the phonon-phonon scattering.   

It is necessary to experiment in a wide temperature region and a wide frequency domain.
� �

Objective 

   We measure the spectrum in the Brillouin scattering region

 in SrTiO
3
 and KTaO

3
,and understand a temperature dependence 

of the spectrum according to the model of collective excitation 

of phonon.   

    

�We aim to understand a picture of the phonon gas at each temperature, 

obtaining  �
R
 and �

N
 from the analysis of the light scattering spectrum.
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Thermal Diffusion and Second Sound
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It becomes a wave equation including decay for the temperature.

� A wave of temperature fluctuation (Second Sound).
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(Cattaneo's expression)

The finite lengths of time is necessary for the establishment of a regular heat flow. 
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Spectrum Expression by Extended Thermodynamics

�++++++++
++++++++

++++++++

====++++====

ττττ

ττττ

ττττ

ωωωω

αααα
ωωωω

αααα
ωωωω

αααα
γγγγγγγγγγγγ

1

22
51

22
41

22
3

333

i

qc
i

qc
i

qc
i ��������

(((( ))))
(((( ))))

(((( )))) (((( )))) (((( ))))[[[[ ]]]]����
����
����
����
����
����

����

����

−−−−−−−−++++====

����
����
��������

����
���� ++++++++−−−−−−−−

����
����
��������

����
���� ++++

====

−−−−−−−− cq��cq��

cq
�qS

�
����

�
�

�qS

11
2

2

1,

3

2
2,,

3

22
0

1,

3

2
0

1

tantan
2

1
,

,

R

R

ππππ

γγγγγγγγ

γγγγ
RN 111 ττττττττττττ ++++====

cq�

3

1
0 ≡≡≡≡

(((( )))) (((( )))) (((( )))) const,,, 2211total ++++++++==== ωωωωωωωωωωωω qSPqSPqS

parameter const,,,,, RN021 ττττττττ�pp

(((( ))))
(((( )))) 114

1
2

2

−−−−−−−−

−−−−
====

n

n
nαααα

)1( R0 ττττωωωω <<<<<<<<
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�
R
 is decided from thermal diffusivity coefficient obtained  by the light 

scattering experiment in the time domain. 
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Optical System�(back scattering) and Crystals 
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Optical System 2 (forward scattering) 
＜Impulsive Stimulated Thermal Scattering＞

Pump(pulse) Probe

Nd:YAG laser,
SHG 532nm

(pulse   3-5ns,10Hz)

Ar+laser 488nm 
(single,CW)

Half-mirrorShift

Grating

Photomultiplier

Oscilloscope

Sample

Pump

Probe
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This q has the value of about 1/100~1/1000 compared with the backscattering experiment. � �
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Spectrum and Fitting 
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Conclusion

  1.    A narrow quasi-elastic scattering component in the high 

temperature region is a light scattering spectrum by thermal 

diffusion. It has been understood that the frequency of the resistive 

process falls when lowering the temperature in SrTiO3, and this 

thermal diffusion mode (the second-sound wave that over dumped) 

shifts to the second-sound wave (propagating mode). 

  2.    It cannot be said that the phonon gas is in the state of the 

collective excitation in the observation scale of the actual 

experiment. It should be interpreted that the observed BD for 

KTaO3 only as the second order Raman scattering involving pairs 

of individual phonons.





N. Morimoto, T. Yamada, T. Hayashino, Y. Nakamura, K. Kousai (Tohoku Univ.) and Y.Matsuda (Durham Univ.)

  It has been revealed that SSA22 region at redshift z=3.1 is an extremely high density region of LAEs (Lymanαemitters). In addition to this, star formation in this region is supposed to be 
biased to very large mass from the evidence such as a large number of large LyA EW objects. Therefore core- collapsed supernovae (SNe) of massive stars are expected to occur frequently 
in this region. While SNe has not been detected beyond z>2 to date, it  is very important not only to detect core-collapsed SNe at z=3.1 but also to obtain any useful information to 
understand star formation in early universe. So we estimated the expectation of observing core-collapsed SNe in SSA22 region at z=3.1 based on our own sample of star-forming galaxies, 
and carried out preliminary observations and data analysis to search for variable objects to investigate the detectability of core-collapsed SNe at high-z by searching for variability of LAEs 
in this region.

The high density region of star-forming galaxies at z=3.1

 = The SSA22 field  ( R.A. = 22h 17m , Dec = + 00o15’)

Subaru Telescope / 
Suprime-Cam ７ FoVs 
（4726 arcmin2）

 = named Sb1～Sb7 Sb1

A Distribution of equivalent width(EW) of Lyman 
α emission line (Sb1). There are LAEs with 
large EW in the SSA22 field.

② In the SSA22 field, there are LAEs with large Equivalent Width.
→ Probability of the star formation biased to very large mass.

　 Frequent SNe explosions by massive star？ = Frequent Core-collapsed SNe
But observed most distant core-collapse SN is at z<1 …

The stars whose 
mass > 8 Msun 
become core-
collapsed SNe.

Probability of detecting SNe at z～3

Richardson et al. (2002)

<Type Ib/Ic SNe> <Type IIn SNe>

M1700~ -17.9      m6500~27.7

Expected brightness at Maximum light

But more luminous SNe could exist.

・Consider constant, continuous star formation history.

・Initial mass function (IMF) :Salpeter IMF α=2.35 (0.1-130Msun)

・Star Formation Rate (SFR)

LAE:SFR=2 Msun/yr 
LBG:SFR=40 Msun/yr

z～3 LAE sample：～0.05 SN / 614objs.
z～3 LBG sample：～0.2 SN / 985objs.

LAE:～0.3 SN、LBG:～3 SN

In case of star formation biased very large mass α=0.5

Expected numberBrightness

One SN could be observed for 2 weeks 
in the rest-frame

Approaching Galaxy formation & evolution in the early universe by studying star 
formation of LAEs & LBGs (Lyman Break Galaxies)

                Usual way (using UV, Hα etc...) have uncertainties.

                   Searching Core-Collapsed Supernovae(SNe)

Where? How?

Band date PI
Exposure

(hr)
5σ-limit
(ABmag)

B
2002/9 Hayashino et al. 0.7 26.6

2003/9 Capak et al. (archive） 1.1 27.1

V
2002/9 Hayashino et al. 0.7 26.6

2003/9 Capak et al. (archive） 0.8 26.8

z’
2001/10 Capak et al. (archive） 1.2 26.0

2002/9 Capak et al. (archive） 1.4 26.0

B ＶＲ i’ z’

NB497

・Observing data           (Subaru Telescope / Suprime-Cam)

Using for detecting flux variances

<Filters of Suprime-Cam>

Aperture photometry
(V / z’-band images, 2 epochs)

Flux variance between 2-epochs     Comparing their flux variances
of the star-forming galaxies and
the background objects   Selection of variable objects

     (Δflux ≧ 3σ of thebackground objects)

<Flux variance>

<Estimation of flux variance by noise>
Selecting objects those which might be non-variable objects as a control sample.

Selection criteria for the background objects
(1)  same magnitude range as LAEs / LBGs
LAE : 25 < V < 27.3 ,  LBG : 24 < V < 25.5

(2) eliminate blue objects (AGN) ： 0.2 < R-i’ < 0.4

① Star-forming galaxies in the SSA22 field
② The background objects in the same images

Aperture photometry in the B-band images (2-epoch)

Δflux ≦ 3σ →  Aperture photometry in the V/z’-band images

control sample

V Δflux (’03-’02) [ADU]

B Δflux (’03-’02) [ADU]

Why in the SSA22-Sb1 field?

(1) NB497 < 26.0

(2) BV-NB497 > 0.8

LAE : 614 obj. LBG : 985 obj.

(1)U-V-2×(V-i’)≧1.0
(2)U-V ≧ 0.5
(3)V-i’ ≦ 0.6  (4)24 ≦ R ≦ 25.5

① High density region of LAEs & LBGs

   → We can get large samples of LAEs & LBGs. Efficient survey

↓Distribution of LAEs

Sb1, which has a highest 
density among 7 FoVs, is a 
target field this time.

ID
V z’

Spectrum
Δmag year+ Δmag year+

35 0.65 (3.6σ) 03 - - -

102 - - 1.1 (3.0σ) 02 -

120 1.86 (3.8σ) 03 - - -

135 0.58 (3.3σ) 03 - - -

157 0.41 (3.4σ) 03 - - -

216 0.77 (3.4σ) 03 - - LAE?

335 0.67 (3.0σ) 02 -

384 - - 0.29 (3.6σ) 02 AGN

392 0.25 (6.2σ) 02 - - AGN

457 0.37 (43.6σ) 03 - - AGN

489 - - 0.07 (3.8σ) 02 -

645 0.22 (3.0σ) 03 - - LAE

686 0.17 (3.5σ) 02 0.48 (7.8σ) 01 -

ID
V z’

Spectrum
Δmag year+ Δmag year+

32 0.29 (11.4σ) 03 - - -

72 0.3 (3.1σ) 03 - - LBG

168 - - 0.18 (3.4σ) 01 -

491 - - 0.29 (3.6σ) 02 AGN

500 0.25 (6.2σ) 02 - - AGN

614 0.33 (3.1σ) 03 - - -

691 0.3 (3.4σ) 03 - - AGN?

699 0.35 (3.4σ) 02 - - -

701 0.3 (3.4σ) 03 - - -

818 - - 0.37 (3.2σ) 01 -

869 0.15 (5.2σ) 02 - - -

927 - - 0.5 (3.0σ) 02 -

984 0.16 (3.6σ) 02 - - -

Variable objects candidates
LAE : 13 objs.

LBG : 14 objs.

Candidate2・・・Active Galactic Nuclei (AGN)

<Spectrum Features>

・Width of Lyman α emission line

    　TypeⅠ：50～100Å、TypeⅡ：＞10Å   ⇔  LAE ：＜10Å  (Observing frame)

・ NⅤemission line  (Observing wave length～5080Å)

Some of the candidates those have spectrum-data have been confirmed as 
AGNs.

Candidate1・・・Supernova
 unidentifiable now (Because only 2-epoch images exist.)

what are the origins of variances  showed by these 
variable object candidates?

Need more photometric and spectroscopic data !!

( year+ ; The year when luminosity of galaxies increase )

LBG 72

‘02 V

‘03 V

NB497

NB497-BV

‘02 B

‘03 B

Δmag=27.13
＜Spectrum＞

λ

LAE 645 VΔflux : 3.0σ（year+=03）
’02 V

’03 V

NB497

NB497-BV

’02 B

‘03 B

Lyman α emission
FWHM～10Å

Δmag=27.21

＜Spectrum ＞

λ

LAE 102

’01 z’

’02 
z’

NB497

NB497-BV

’02 V

’03 V

z’-band subtracted image 
(’02-’01)

Δmag=26.32

<Identified> <Unidentified>

VΔflux : 3.1σ（year+=03） z’Δflux : 3.0σ（year+=02）

SN-like 
variance

～3pixels 
difference

2 variable objects remain as candidates of star-forming galaxies without evidence of AGN contributions, which are potential candidates of SNe at z=3.1.
  ( And there was an unidentified variable object candidate showing SN-like variance. )

There is possibility of detecting high-z SNe.

Multi-epoch photometric data and spectra can prove the origins of the variability.

Core-Collapsed Supernovae

 Their progenitors are massive stars.

                              = Direct indicator of star formation because they are short-lived.

          ・Setting lower-limit on star formation rate of host galaxies

          ・Showing trend of IMF of host galaxies

                                    ( Whether to be biased large mass or not? )



A�study�of�light�curves�from�rapidly�rotating�neutron�stars
Astronomy,��D3,��Kazutoshi Numata

Two�types�of�X�ray�phenomenon
X�ray�pulsar(High Mass�X�ray�Binary)

X�ray�burst(Low Mass�X�ray�Binary)

Accretion�powered�oscillation

Nuclear�powered�oscillation

Accreting�Millisecond�X�ray�Pulsars�
(AMXPs)

Periodic�millisecond�X�ray�oscillation
•Accretion�powered�millisecond�
oscillation�(10�AMXPs)
•Nuclear�powered�millisecond�oscillation�
(16�AMXPs)

The�properties�of�The�properties�of�AMXPsAMXPs
� Small�amplitudes
� Sinusoidal�pulse�shapes
� Variable�oscillation�amplitudes

small�amplitudes:�a�few�%
sinusoidal�pulse�shapes:�

fundamental�� 10��first�overtone

Folded�2�60keV�PCA�light�curve
XTE�J1751�305��April�2002�outburst
(Gierlinski &�Poutanen 2005)

Fundamental:�3.28�0.03
First�overtone:�0.11�0.03

Variable�oscillation�amplitudes:�
factor��1�� 2�~10

SAX�J1808.4�3658�outbursts�
Red�2�5keV;�green�5�10keV;�blue�10�20keV
(Hartman�et�al.�2009)

SAX�J1808.4�3658�outbursts�
(Hartman�et�al.�2008)

1

1.2

0.8

To�explain�these�properties,Lamb et�al.�(2009)�proposed�

� Spot�model

fractional�rms amplitudes

fundamental First�overtone total

Lamb�et�al.�(2009)

This�model�can�explain�all�properties
of�observations�!

� Small�amplitudes
� Sinusoidal�pulse�shapes
� Variable�oscillation�amplitudes

Parameters in�Spot�model

Mass:�M
Radius:�R
Spin�frequency:�fNS
Observer�inclination:�io
Spot�position:�is
Spot�radius:�sr
��spot
�Blackbody�radiation

Curvature�of�
space�time

observable

assumptionassumption

RS�model�(new�model)
•Spot�model
•R�mode�model
R�modes�are�excited�by�gravitational�wave�
radiation�(Andersson 1998;�Friedman�&�
Morsink 1998)
•RS�model
R�mode�plus�hot�Spot�model

We�examine�some�properties�
observed�from�AMXPs

Core�r�mode
Neutron�star�model�composed�of�
fluid�ocean,�solid�crust,�fluid�core
Rotating�and�magnetized�neutron�
star
We�consider�the�amplitudes�at�the�
surface�of�the�star

Lee�(2009)

Contribution�to�light�curves
1. Temperature�perturbation�on�the�surface
2. Periodic�disturbance�to�the�hot�spot

Temperature�perturbation�
on�the�surface

The�frequency�of�r�mode�in�inertial�frame

mean�temperature�
of�the�surface
Fractional�amplitude�of�
temperature�perturbation�
due�to�r�mode

Pattern�by�f(�)cos2	

l’:�spherical�harmonic�degree
m:�azimuthal wave�number

model

Result light�curves
R�mode�model�
M=1.4�Msun

R=16.4�km
fNS=600�Hz

RS�model
M=1.4�Msun

R=16.4�km
fNS=600�Hz

is=40

sr=20

Th=1.02

:temperature�ratio�of�the�hot�spot�to�the�mean�surface�temperature

is=10

sr=20

Th=1.02

io=60

sr=20

Th=1.02

RS�model
M=1.4�Msun

R=16.4�km
fNS=600�Hz

RS�model
M=1.4�Msun

R=16.4�km
fNS=600�Hz

is=40

sr=20

Th=1.05,

RS�model
M=1.4�Msun

R=16.4�km
fNS=600�Hz

1.15,
1.5,
2.1,
4.2,
10.5

•What�do�the�temperature�ratio�fit�to�observation�
from�AMXP?
•Can�we�detect�the�oscillation�by�R�mode?

io=60

sr=20


RS�model
M=1.4�Msun

R=16.4�km
fNS=600�Hz

Th=2.1 Th=4.2

Contribution�to�light�curves
1. Temperature�perturbation�on�the�surface
2. Periodic�disturbance�to�the�hot�spot

horizontal�and�
toroidal componentsradial�component

around�the�spin�axis
The�hot�spot�near�spin�axis�can�drift�!

:�angular�radius�of�circular�path
:�angular�velocity�of�the�spot�along�the�circular�path
:�angular�distance�from�the�spin�axis�of�the�center�
of�the�circular�path

RS�model

Lamb�et�al.�(2008)

io=30

sr=20


M=1.4�Msun

R=16.4�km
fNS=600�Hz

ic

=4�/3

=0.5


=1
 =3


ic

ic

1. temperature�perturbation�on�the�
surface�(Ac=0.05)

• We�can�detect�the�amplitudes�of�the�oscillation�by�r�mode�in�Th�2.
• The�light�curves�calculated�by�RS�model�become�similar�to�those�by�

Spot�model�when�Th�4.

2. Periodic�disturbance�to�the�hot�spot
We�can�detect�the�oscillation�in���1
If�we�detect�the�oscillation,�it�will�become�to�an�evidence�that

the�l’=m=2 core�r�mode�is�excited�by�the�gravitational�
radiation.

Conclusions



CMBCMB bispectrumbispectrum from the secondfrom the second--order cosmological perturbationsorder cosmological perturbations
��Daisuke Nitta (Astronomy D3),Daisuke Nitta (Astronomy D3), Eiichiro KomatsuEiichiro Komatsu��the university of Texas at Austinthe university of Texas at Austin��,, NicolaNicola BartroloBartrolo
��UniversitaUniversita didi PadovaPadova��,, Sabino MatarreseSabino Matarrese�� UniversitaUniversita didi PadovaPadova ��,, Antonio RiottoAntonio Riotto��CERNCERN��..

The 2nd GCOE International Symposium February 18-19, 2010 @Tohoku Univ.

Detecting the primordial nonDetecting the primordial non--gaussianitygaussianity..

�Primordial non-gaussianity (via inflation etc.)

�The non-linear evolution of the temperature anisotropies via 
the photon-electron interaction and gravitaty. 

� 2nd-order Boltsmann equations and Einstein equation.

�Others (non-gaussianity via week lensing etc. )

We need to deal with the following effects appropriately.

�Motivation

But���

our work

��22ndnd order order BoltsmannBoltsmann eqeq..

We introduce

Integral solution:

(Bartoro et al 2006 I,II pitrou et al 
2008, 2009)

The photon’s distribution function

Relations between � and temperature fluctuation � are given by

The Boltsmann equations for each order are

��Angular averaged Angular averaged bispectrumbispectrum

	angular averaged bispectrum

Due to the rotational  symmetry

2-poit correlation

	angular power spectrum
3-point correlation

Wigner 3j symbol

We may observe the primordial bispectrum as the temperature 
anisotropies
The spherical harmonic coefficients 
of temperature anisotropy:

Performing the integral over angles

�Analytic formula of 

The 1st-order	

The 2nd-order	 We assume the source terms are convolution of 
two curvature perturbations.

The bispectrum is given by

The Wigner 9j symbol

We obtain

where

If we can know the 2nd-order source terms, then we can calculate 
the bispectrum. 

If they satisfy the triangle conditions, then 
0

We have defined the “angular-averaged source function”

(Bartoro et al 2006 I)

These terms only

The 2nd-order source terms

Calculating                                 for products of first-order

These are non-zero only four cases

S does not depend on k3. This property enable us to integrate the analytic 
formula of the bispectrum over k3

2nd-order Boltsmann eq.

primordial

�Shapes

Fisher matrix:

��2 minimization

Minimize: i=2nd, local

We only consider ideal cosmic-variance.

The Fisher matrix are Sumed up to l3=lmax

S/N=0.38 (lmax=2000) r2nd,local=0.5 (lmax�200)

Signal-to-noise ratio Cross-correlation coefficient

�contamination

Minimize the following function:

fNL=0.9  (lmax=200)

We define fNL:

SummarySummary
��We obtain the general formula of the CMB angular averaged We obtain the general formula of the CMB angular averaged bispectrumbispectrum..
��TheThe bispectrumbispectrum has maximum signal in the squeezed triangles, similar to the lohas maximum signal in the squeezed triangles, similar to the localcal--type primordial type primordial bispectrumbispectrum..
��However, detailed calculations show that their shapes are sufficHowever, detailed calculations show that their shapes are sufficiently differentiently different

��We conclude that the product of the firstWe conclude that the product of the first--order terms may be safely ignored in analysis of the future CMB order terms may be safely ignored in analysis of the future CMB experiments.experiments.

Results
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GENERAL PROPERTIES OF NONGENERAL PROPERTIES OF NON--RADIAL PULSATIONS RADIAL PULSATIONS 
(NRP): EFFECTS OF ROTATION(NRP): EFFECTS OF ROTATION

A P R I L I A
ASTRONOMY, D3, TOHOKU UNIVERSITY

By� employing� a� series� expansion� in� terms� of� the� Y�m(�,�).��
Modes� with� � =� |m|+2(j� – 1) are� defined� as� even� modes,�
while�� =�|m|+2j�– 1 are�odd�modes�with�j�=�1,2,…

A�star’s�pulsation�is�NRP�if�the�oscillation�is�in�such�a�way�as�
to�deviate�from�its�spherical�shape.�NRP�is�characterized�by�n
(number�of�nodes�of�eigenfunctions between�the�center�and�
surface� of� star),� � (number� of� surface� nodal� lines),� and�m
(number� of� such� lines� that� pass� through� the� star's� rotation�
axis),�which�correspond�to� the�spherical�harmonics�Y�m(�,�).�
In� the� observer's� co�rotating� frame,� waves� with� m� <� 0,�
propagating� in� the� same� direction� to� star's� rotation,� are�
called� prograde modes;� those� with�m� >� 0,� traveling� in� the�
opposite�direction�to�rotation,�are�called�retrogrademodes.

Here�we�analyze�the�NRP�of�a�4M�� star�to�see�the�effects�of�
rotation� to� the� stability� of� gravity� modes� (g�modes)� at� the�
zero�age�main�sequence�evolution�stage.�The�rotation�effects�
are� in� the� form� of� the� Coriolis force,� as� the� first� effect� of�
rotation,� and� the� Centrifugal� force� (hence� the� rotational�
equilibrium� deformation)� as� the� second� effects� of� rotation.�
The�4M�� itself�is�an�SPB�(Slowly�Pulsating�B�type�star)�which�
shows�NRP�of�high�order�(n)�g�modes.

The� first� and� second�
order�effects�of� rotation�
work� both� for�
destabilizing� and�
stabilizing�the�oscillation�
modes,� but� only� a� few�
modes� can� change� their�
stabilities� as� a� result� of�
the�second�order�effects.

Slow�Rotation
The�complex�eigenfrequency � is�approximated�by

� =��0�+�mC1��+�C2�2

where��0 is�eigenfrequency of�mode�at�� =�0.�Modes�with���
<�0 are�unstable.�For�� >�0,� if�C1I >�0,� the�retrograde�modes�
are� stabilized� and� prograde modes� are� destabilized� by�
rotation;�if�C2I >�0,�both�retrograde�and�prograde modes�are�
stabilized�by�rotation.

If� without� rotation,� most� of� the� high�order� g�modes� are�
stable�modes,�while�the�unstable�modes�are� in�the�certain�
range�of�� of�the�low�order�g�modes.�

When� � rotation� is� included,�C1I of� the� high�order�g�modes�
are� negative,� mean� that� the� retrograde� modes� are�
destabilized�and�prograde modes�are�stabilized�by�rotation.�
Unstable�modes�are�only�found�at�� <�10.

R� I� � =�1
� = 3

�
|| m

m
�

|| m
m

R� I� � =�1
� = 11

�
|| m

m �
|| m

m

Rapid�Rotation

As�� increases,�many avoided�crossings�occur�between�the�
modes� as� can� be� seen� in� the� behavior� of� �R.� At� the�
crossings,�the�mode�properties�are�exchanged�between�the�
modes,�as�is�shown�by�the�behavior�of��I.�Only�modes�with�
not� so� different� �–values� can� cross� (e.g.� � =� 1� &� � =� 3)�
because�the�different�of�their��I s�are�not�very�large.

Example�of�avoided�crossing:�ng = 9 � = 1 &�ng =�22���=�3

�
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m
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m

R� I�

ng = 9, � = 1 
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Some space-time integrability estimates of the solution for

heat equations in two dimension

Norisuke Ioku

Mathematical institute, Tohoku University, Japan

sa6m02@math.tohoku.ac.jp

Heat equation in 2-dimension

I = (0, T ), Ω ⊂ R2 : bounded domain

(H)

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∂tu − Δu = f, in I × Ω,

u = 0, on I × ∂Ω,

u(0) = u0, on {0} × Ω.

Lorentz-Zygmund space

f ∈ Lp log Lq(Ω) ⇐⇒
∫

BR

⎧
⎪⎨

⎪⎩

⎛

⎜⎝log
R

|x|
⎞

⎟⎠

q

f�(x)

⎫
⎪⎬

⎪⎭

p

dx < ∞

f� is a symmetric-decreasing rearrangement of f .

|BR| = |Ω|.
Remark (q > 1, p > 0)

Lq(Ω) ⊂ L1 log Lp(Ω) ⊂ L1(Ω)

Figure of f�

� � �

Known Results
Maximal regularity� �

Let 1 < p, q < ∞. ∀f ∈ Lq(I; Lp(Ω)),

∃u ∈ W 1,q(I; Lp(Ω)) ∩ Lq(I; W 2,p(Ω)) s.t.

‖∂tu‖Lq(I;Lp) + ‖Δu‖Lq(I;Lp) ≤ C‖f‖Lq(I;Lp)

� �

Harada-Nagai-Senba-Suzuki� �

Let f ∈ L∞(I; L1(Ω)), u : weak solution. Then

0 < ∀α < 4π, ∃C > 0 s.t.

sup
0<t<T

∫

Ω
exp

⎛

⎜⎝
α|u(t, x)|

‖f‖
⎞

⎟⎠dx ≤ C|Ω|.
� �

PROBLEM
How about the regularity of a weak so-
lution u for f ∈ Lq

(
I; Llog Lp(Ω)

)
?

Main Theorem

Definition (Orlicz space)� �

exp Lp(Ω) :=
{
u ∈ L1

loc; ‖u‖exp Lp(Ω) < ∞
}
,

where ‖u‖exp Lp(Ω) is a Luxemburg norm.
� �

Theorem1� �

Let f ∈ Lq
(
I; L1log Lp

)
, u0 ∈ Lqlog Lp−1

(0 < p ≤ 1, 1 < q < ∞) =⇒ ∃u sol. s.t.

sup
0<t<T

‖u‖Lqlog Lp−1 + ‖u‖
Lq(I,exp L

1
1−p)

≤ C
(

‖f‖Lq(I,L1log Lp) + ‖u0‖Lqlog Lp−1

)

.
� �

Theorem2� �

Let f ∈ L1
(
I; L1log Lp

)
, u0 ∈ L1log Lp

(0 < p ≤ 1) =⇒ ∃u sol. s.t.

sup
0<t<T

‖u‖L1log Lp + ‖u‖
L1(I,exp L

1
1−p)

≤ C
(‖f‖L1(I,L1log Lp) + ‖u0‖L1log Lp

)
.

� �

Remark
Theorem 1,2 can not be obtained by a simple appli-

cation of the estimate of the maximal regularity.

Lemma� �

Let p ≥ 1, u ∈ exp Lp(Ω). Then

‖u‖exp Lp(Ω)  sup
0<r<R

u�(r)
(

log R
r

+ 1
)1/p

.

� �

Proof of Theorem 1 (Outline)

•Step1 Use the differential inequality of u�

∂tu
�� − 2

∂ru
�

r
≤ f��,

where u��(r) := 2
r2

∫
Br

u�(x)dx.

•Step2 Test by r

⎛

⎝log
eR

r

⎞

⎠
(p−1)q

u��q−1
.



Well-posedness for Navier-Stokes equations in modulation

spaces with negative derivative indices

Tsukasa Iwabuchi (Tohoku University)

Abstract. The Cauchy problems for Navier-Stokes equations are studied in modulation spaces M s
q,σ(R

n). Our aim is to
reveal the conditions of s, q and σ of M s

q,σ(R
n) for the existence of local and global solutions for initial data in M s

q,σ(R
n).

1 Modulation spaces M s
q,σ(R

n)

In this section, we define Modulation spaces M s
q,σ(Rn) and introduce

their properties.

Definition (Modulation spaces). {ϕk}k∈Zn : partition of unity with

supp ϕk ⊂ { ξ ∈ R
n | |ξ − k| ≤ √

n }. For example, in the case of R
2,

For s ∈ R, 1 ≤ q, σ ≤ ∞,

M s
q,σ(Rn) :=

{
f ∈ S ′(Rn)

∣∣∣
(∑

k∈Zn

(1+|k|)sσ||F−1ϕkFf ||σLq(Rn)

) 1
σ
< ∞

}
.

Proposition.[Feichtinger (1983), Toft (2004), Wang, Hudzik (2007)]

(i) M s
q,σ(Rn) ↪→ M s0

q0,σ0
(Rn) if s ≥ s0, q ≤ q0, σ ≤ σ0.

(ii) M0
q,min{q,q′}(R

n) ↪→ Lq(Rn) ↪→ M0
q,max{q,q′}(R

n) if
1

q
+

1

q′
= 1.

Remark. In Besov spaces Bs
q,σ(Rn), we use dyadic decomposition

instead of square decomposition. Then, we have

Bs
q,σ(Rn) 	↪→ Bs

q0,σ(Rn) if 1 ≤ q < q0 ≤ ∞.

2 Results

(NS)

⎧
⎪⎪⎨

⎪⎪⎩

∂tu − Δu + u · ∇u + ∇p = 0 for (t, x) ∈ (0,∞) × R
n,

div u = 0 for (t, x) ∈ (0,∞) × R
n,

u(0, x) = u0(x) for x ∈ R
n.

Known Results. Let n ≤ q < ∞.

Local solutions Global solutions

T. Kato (1984) u0 ∈ Ln(Rn) small u0 ∈ Ln(Rn)

F. Planchon (1998)
�����������

small u0 ∈ Ḃ
−1+n

q
q,∞ (Rn)

H. Koch, D. Tataru

(2001)
u0 ∈ vmo−1 small u0 ∈ BMO−1

B. Wang, L. Zhao,

B. Guo (2006)
u0 ∈ M0

2,1(R
n)

��������������

I. (2008) u0 ∈ M0
∞, n

n−1
(Rn) small u0 ∈ M0

n, n
n−1

(Rn)

PM s
q,σ(Rn) := { f ∈ [M s

q,σ(Rn)]n | div f = 0 in S ′(Rn) }.

Main Theorem. Let n, s, q and σ satisfy

n ≥ 2, s ≥ −1 +
n(σ − 1)

σ
, 1 ≤ q ≤ ∞.

Then, for any u0 ∈ PM s
q,σ(Rn) there exists T > 0 such that (NS) has

a unique solution u in some subspace of
[
C([0, T ],M s

q,σ(Rn))
]n

.

If q ≤ n and u0 is sufficiently small, the solution exists globally in

time.

Remark. (i) If s = 0, then we have σ ≤ n/(n − 1). Therefore, this

Theorem is an extension of our previous result.

(ii) Since s ≥ −1 +n(σ− 1)/σ, we have s ≥ −1. If s < −1, (NS) is ill-

posedness in M s
2,σ(Rn) (1 ≤ σ < ∞). Therefore, the derivative index

s = −1 is optimal to obtain well-posedness. The way of the proof is

applying the argument of I. Bejenaru, T. Tao (2006). They studied the

nonlinear Schrödinger equation i∂tu+Δu = u2 in one space dimension,

and we apply their argument to the Navier-Stokes equation.

(iii) If s = −1, our initial data are included in the result by Koch and

Tataru (2001). In fact, we have the following continuous embeddings

M−1
q,1 (Rn) ↪→ vmo−1 if 1 ≤ q ≤ ∞,

M−1
q,1 (Rn) ↪→ BMO−1 if 1 ≤ q ≤ n.

The other cases are not clear in general by M s
q,σ(Rn) 	↪→ M−1

q,1 (Rn) in

the case of 1 ≤ q ≤ ∞ and s = −1 + n(σ − 1)/σ > −1.

3 Proposition to prove theorems

We introduce the proposition to prove our theorem in the case of

−1 ≤ s ≤ 0. The way of the proof is applying Banach’s fixed point

theorem with the following propositions.

Let s, s̃ ∈ R, 1 ≤ q, r, σ, ν ≤ ∞, etΔ := F−1e−t|ξ|2F , we have the

following estimates.

(i) ‖etΔu‖Ms
q,σ

≤ C (1 + t)−
n
2
( 1

r
− 1

q
) ‖u‖Ms

r,σ
if q ≥ r.

(ii) ‖etΔu‖Ms
q,σ

≤ C
(
1 + t−

s−es
2

)
‖u‖M es

q,σ
if s ≥ s̃.

(iii) ‖etΔu‖Ms
q,σ

≤ C
(
1 + t−

n
2
( 1

σ
− 1

ν
)
)
‖u‖Ms

q,ν
if σ ≤ ν.

(iv) [Toft (2004)] If
1

q
=

1

q1

+
1

q2

and
1

σ
=

1

σ1

+
1

σ2

− 1,

‖uv‖M0
q,σ

≤ C‖u‖M0
q1,σ1

‖v‖M0
q2,σ2

.

(v) ‖etΔu‖L2(0,T ;M0
q,1) ≤ C

(
1 + T

1
2

)
‖u‖M−1

q,1
.

(vi)
∥∥∥

∫ t

0

∇etΔf(τ)dτ
∥∥∥

L2(0,T ;M0
q,1)

≤ C
(
1 + T

1
2

)
‖f‖L1(0,T ;M0

q,1).

Remark. (1) We use the estimates (ii), (iii) and (iv) to obtain local

solutions of our theorem in the case −1 < s ≤ 0, and the case s = −1

can be treated with (iv), (v) and (vi). (i) is used for the proof of the

existence of global solutions.

(2) Similar estimates to (i) and (ii) are known in Sobolev spaces.

∥∥etΔu
∥∥

Hs,q ≤ Ct−
n
2
( 1

r
− 1

q
)
(
1 + t−

s−es
2

)‖u‖Hes,r if s > s̃, q ≥ r.



The soul conjecture for Riemannian orbifolds
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1 Introduction

In 1994 , Perelman solved the Cheeger-

Gromoll soul conjecture:

Theorem 1. Mn : non-compact, complete

Riemannian manifold with K(Mn) ≥ 0,

∃p ∈ Mn s.t. K(p) >0.

⇒ The soul S of Mn is one point set. Con-

sequently Mn is diffeomorphic to Rn.

Here the soul S of Mn is a totally geodesic

submanifold of Mn , which is constructed by

some inductive way. Mn is diffeomorphic to

a normal bundle of S.

One of the ideas of proving the theorem is

to construct a flat rectangle on S and extend

the rectangle along geodesics until it contains

p.

By the way, Perelman constructed a soul

on an Alexandrov space. But he couldn’t

generalize the theorem to the Alexandrov

space. We show an analogous result

to the theorem for Riemannian orbifolds

with nonegative curvature, which belong to

Alexandrov spaces.

2 Riemannian orbifolds

• M : complete Riemannian manifold.

Γ ⊂ Isom(M) , Γ y M : discontinuously.

π : M ∋ x 7→ [x]Γ ∈ M/Γ.

d̃([x]Γ, [y]Γ) := d(π−1([x]Γ), π−1([y]Γ)).

⇒ (M/Γ, d̃) : metric space.

Definition . O := (M/Γ, d̃) : (good) Rie-

mannian orbifold.

Definition . p ∈ O is said to be a positively

curved point if K(p̃) > 0 holds for ∀p̃ ∈
π−1(p).

• ã ∈ M , Γã := {g ∈ Γ｜gã = ã}.

Γx̃ ≃ Γỹ holds for ∀x ∈ O, ∀x̃, ỹ ∈ π−1(x) .

Definition . Γx := Γx̃. x ∈ O is called a

singular point if Γx ̸= {e}.

• x ∈ O , γ : geodesic in O with γ(0) = x.

c(x) :=sup{c > 0| any γ with L(γ) < c can

extend to a geodesic γ with L(γ) = c and

γ(0) = x} .

Definition . E(A) := inf{c(x)｜x ∈ A}
for A ⊂ O.

Remark. E(A) may not be positive. For

example, let O be a cone. In this case, the

origin o is a singular point, and any geodisic

γ can’t pass through o ; see Figure.
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Theorem 2. O : non-compact, complete

Riemannian orbifold with curv(O) ≥ 0,

∃p ∈ O : positively curved point.

Moreover, we assume the followings with re-

spect to the soul S in O :

(1) ∀x, y ∈ S, Γx ≃ Γy.

(2) d(p, S) ≤ E(S).

⇒ S : one point set.

Remark. (1) implies E(S) > 0. Therefore

by (2), we can apply the Perelman’s method

on S.



A new approach to the existence of harmonic maps
OMORI Toshiaki
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sectN ≤ 0 ⇒ ExpHarm(M , N ) : compact

Main Theorem
(M , g ), (N ,h) : closed Riemannian manifolds
{
uε : (M , g ) → (N ,h)

}
ε>0 : ε-exponentially harmonic maps s.t.

∫
M

eε|∇uε|2 −1

ε
dμg ≤ E0

sectN ≤ 0 =⇒∃ {
uε′

}
ε′→0 : subsequence, ∃ u0 : harmonic map

s.t. uε′ → u0 (ε′ → 0) in C∞(M , N )

Corollary [Eells-Sampson ’64]

(M , g ), (N ,h) : closed Riemannian manifolds

H ∈ [M , N ] : homotopy class

sectN ≤ 0 =⇒∃ u : (M , g ) → (N ,h) ∈H : harmonic map

What is exponentially harmonic maps

Harmonic maps

E(u) := 1

2

∫
M
|du|2dμg

Δg u + A(u)(∇u,∇u) = 0

ε-exponentially harmonic maps (ε> 0)

Eε(u) :=
∫

M
eε|∇u|2dμg

Δg u +ε
〈∇|∇u|2,∇u

〉+ A(u)(∇u,∇u) = 0

Remark∣∣∃ u ∈ Harm(T2,S2) with deg(u) =±1

On the other hand

Fact [Duc & Naito]
∀ H ∈ [M , N ]

∃ uε ∈C∞(M , N ) : Eε-minimizer in H

Proof of Main Theorem

Key points

(1) [Naito] u : (M , g ) → (N ,h) : 1-exponetially harmonic map

sectN ≤ 0 =⇒ sup
M

|∇u| ≤C0

∫
M

(e |∇u|2 −1)dμg

where C0 =C0(M , g ,E1(u)) > 0

(2) uε : (M , g ) → (N ,h) : ε-exponentially harmonic map

⇐⇒ uε : (M , g ) → (N ,hε) : 1-exponentially harmonic map

where hε= εh

Therefore

ε|∇uε|2h = |∇uε|2hε
≤C0(M , g ,E0)

∫
M

(e |∇uε|2hε−1)dμg =C0(M , g ,E0)
∫

M
(eε|∇uε|2h −1)dμg

=⇒ |∇uε|2h ≤C0(M , g ,E0)E0
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1 Hele-Shaw flows with free boundaries

Hele-Shaw flows are fluid flows in an experimental device which consists of two

closely-placed parallel plates. Since the gap between two plates is sufficiently nar-

row, one can regard them as two-dimensional flows. We consider a Hele-Shaw flow

produced by the injection of fluid from two points. Let the fluid initially occupy a

bounded domain Ω(t0) ⊂ C at the initial time t = t0, and assume that ±i ∈ Ω(t0).

From each point ±i, additional fluid is injected at the respective rate α1, α2 > 0

per unit time. The fluid domain at time t > t0 is denoted by Ω(t) and its boundary

by ∂Ω(t). We are interested in the behavior of the interface of the Hele-Shaw flow

as time tends to infinity. In particular, we consider the stability of the interface

under disturbance.

One of the significant features of the Hele-Shaw flow is that the flow is charac-

terized as a two-dimensional potential flow with the potential being its pressure p.

Let p = p(z, t) be the pressure of the fluid at position z ∈ C and time t > 0. Then,

p is assumed to satisfy the following equation and boundary conditions:⎧⎪⎨
⎪⎩

(1) −Δp = α1δi + α2δ−i in Ω(t)

(2) p = 0 on ∂Ω(t)

(3) −∂np = vn on ∂Ω(t)

From (1) and (2), for each time t > t0, the function p can be represented by

p(z, t) = α1Gi,Ω(t)(z) + α2G−i,Ω(t)(z) for z ∈ Ω(t),

where G±i,Ω(t) are the Green’s functions of Ω(t) with pole at ±i, respectively. We

call a family {Ω(t)}t>t0 of domains a solution of the Hele-Shaw problem if it satisfies

(1)–(3) with the function p defined above.

2 Explicit solutions

By means of a complex analytic method, we are able to construct an explicit

solution {Ω0(t)}t>t0 of the equation (3). The domain Ω0(t) is represented as the

image of the unit disk D through a conformal mapping ϕt, i.e., Ω0(t) = ϕt(D).

The mapping ϕt is given by

ϕt(w) = ϕ(w, t) =
R4 − 1

R
·

w − iη

w2 +R2
+ iηR,

where R = R(t) and η = η(t) are smooth functions of t and they have the following

asymptotic forms:

R(t) =

√
α1 + α2

π
· t1/2 +O(t−1/2), η(t) =

α2 − α1√
π(α1 + α2)

· t1/2 +O(t−1/2),

as t → ∞.

3 Derivation of an evolution equation

Our objective is the stability of the solution {Ω0(t)} of the equation (3) under

disturbance of the initial domain Ω0(t0). We investigate the behavior of a solution

starting from a domain Ω(t0) which is sufficiently close to Ω0(t0) for a large positive

number t0. In this section we derive an evolution equation from the free boundary

problem (3).

For a continuous function r = r(ξ) on the unit circle S
1, we define

Dr :=
{
w ∈ C \ {0} | |w| < 1 + r(w/|w|)} ∪ {0

}
.

Let us assume that a family {Ω(t)}t≥t0 of domains satisfies the equation (3), and

that each domain Ω(t) is represented by Ω(t) = ϕt(Dr(·,t)) for some time-dependent

smooth function r = r(ξ, t), ξ ∈ S
1, t ≥ t0. Then, after some computations we see

that the function r satisfies the following equation:

∂tr(ξ, t) =−

〈
t∇G(wr(ξ), t) , n∂Dr

(wr(ξ))
〉
+
〈
t∇Hr(·,t),t(wr(ξ)) , n∂Dr

(wr(ξ))
〉

detDwϕ(wr(ξ), t) ·
〈
ξ , n∂Dr

(wr(ξ))
〉

−

〈
∂tϕ(wr(ξ), t) ,

(
Dwϕ(wr(ξ), t)

)
n∂Dr

(wr(ξ))
〉

detDwϕ(wr(ξ), t) ·
〈
ξ , n∂Dr

(wr(ξ))
〉 , (4)

where wr(ξ) := (1 + r(ξ, t))ξ, and 〈·, ·〉 denotes the usual inner product in R
2,

and n∂Dr
(w) is the unit outward normal vector to ∂Dr at point w. The function

G = G(w, t) is defined by

G(w, t) := α1Gϕ−1

t (i),D(w) + α2Gϕ−1

t (−i),D(w),

and Hr,t = Hr,t(w) is a unique solution to the Dirichlet problem{
ΔHr,t(w) = 0 for w ∈ Dr,

Hr,t(w) = −G(w, t) for w ∈ ∂Dr.

Note that r ≡ 0 corresponds to the family {Ω0(t)}t>t0 , and hence r ≡ 0 is a

solution to the equation (4).

4 Main result

To state our main result, we recall some function spaces. The Hölder space Ck,γ(S1)

is a Banach space consisting of those functions r that are k-times continuously

differentiable with their k-th order derivatives r(k) satisfying

|r(k)(ξ1)− r(k)(ξ2)| ≤ C|ξ1 − ξ2|
γ

for some constant C independent of ξ1, ξ2 ∈ S
1. Then, the little Hölder space

hk,γ(S1) is defined to be the closure of the subspace C∞(S1) of infinitely many

differentiable functions, in the topology of Ck,γ(S1).� �
Theorem. Suppose t0 is sufficiently large. For ε > 0, there are δ,M > 0 s.t.

if ‖r0‖h2,γ(S1) < δ, then there exists a unique solution r ∈ C([t0,∞);h2,γ(S1))∩

C1([t0,∞);h1,γ(S1)) satisfying

‖r(t)‖h2,γ(S1) + t‖r′(t)‖h1,γ(S1) ≤ Mt−1+ε‖r0‖h2,γ(S1).

� �
Therefore, the solution {Ω0(t)}t>t0 is stable under disturbance, and the distur-

bance decays with algebraic order as time goes to infinity.

5 Outline of the proof

We treat the equation (4) as an evolution equation on h1,γ(S1) as follows:{
r′ = F(r, t), t ≥ t0,

r(t0) = r0 ∈ h2,γ(S1),

where F : h2,γ(S1)× [t0,∞) → h1,γ(S1), and F(0, t) = 0.

Lemma 1. t ·DrF(r, t) → A in L(h2,γ(S1), h1,γ(S1)) as t → ∞ and r → 0.

Lemma 2. A : sectorial in h1,γ(S1), and sup{Reλ | λ ∈ σ(A)} = −1.

(’97 Escher & Simonett, ’09 Vondenhoff)

Set τ := log(t/t0) and r̃(τ) := r(t), then

r̃′(τ) = t · r′(t) = t · F(r, t) = Ar̃ + G(r̃, τ), (5)

where G(0, τ) = 0, Dr̃G(r̃, τ) → 0 as t → ∞ and r̃ → 0.

Lemma 3. (Linearized stability for asymptotically autonomous equations)

‖r0‖h2,γ(S1) < δ ⇒ ∃r̃: solution of (5) satisfying

‖r̃(τ)‖h2,γ(S1) + ‖r̃′(τ)‖h1,γ(S1) ≤ M ′e(−1+ε)τ‖r0‖h2,γ(S1).

• Maximal regularity property of hk,γ(S1) (’79 Da Prato & Grisvard)

r̃j ∈ C([0,∞);h2,γ(S1)) ⇒ G(r̃j , τ) ∈ C([0,∞);h1,γ(S1))

⇒ r̃j+1 ∈ C([0,∞);h2,γ(S1))

(The case where G = G(r̃) and Dr̃G(0) = 0 is already known.)

Turning back to the original time variable t, we see that

‖r(t)‖h2,γ(S1) + t‖r′(t)‖h1,γ(S1) ≤ Mt−1+ε‖r0‖h2,γ(S1).
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1 Notations.

• R := a regular local ring of equi-characteristic.

• CHr(X, n) = the higher Chow groups for arbitrary integral scheme

X.

• Kn(X) = the algebraic K-groups for arbitraly scheme X.

• Zeq(X/S, r) := Z [Z ⊂ X | X → S : equi-dimensional of dimension r]

(S := a geometrically unibranch scheme, X := a scheme of finite

type over S).

• KQ,T (X) :=the K-theory spectrum of the scheme X ×S T with

family of supports consisting of all closed subschemes quasi-finite

over X

Question 1.1.

Kn(X)Q
??
=

⊕

r≥0

CHr(X, n)Q.

Theorem 1.2. Let R be an equi-characteristic regular local ring. Then

we have an isomorphism

cl : Kn(R)Q →
⊕

r≥0

CHr(R, n)Q

for any n ≥ 0, where cl is the cycle-class map.

According to Voevodsky–Suslin–Friedlander [4], we can define the

higher Chow group by another approach, and this coincides with

Bloch’s [1] for an arbitrary quasi-projective variety over a field.

2 Friedlander–Suslin–Voevodsky’s mo-

tivic complex QX/S(r)[•].
We always assume that a scheme S is noetherian, reduced and sepa-

rated of finite dimensional. Write �n = A
n
S. The cubical structure of

�n is defined by the faces which are intersections of some of the Cartier

divisor {ti = 0} or {ti = 1}.

Definition 2.1.

ZX/S(r)[n] = Zeq(X ×S �n
S ×S A

r/X ×S �n
S, 0)/

n∑

i=1

π∗
i (Zeq(X ×S �n−1

S ×S A
r/X ×S �n−1

S , 0)),

and write QX/S(r)[n] = ZX/S(r)[n] ⊗ Q. We obtain and a cubical

complex QX/S(r)[•] and define the motivic cohomology

CHr
t (X, n)Q = H−n

t (X, QX/S(r)[•]),

where t is a topology as follows; qfh, ét, Nis or Zar.

3 The proof of the main theorem.

3.1 The construction of the cycle-class map “cl′′

Write Z
Q, T (X) = Zeq(X ×S T/X, 0). Then the canonical map

cl : KQ,T (X) → π0(K
Q, T (X)) → Z

Q, T (X)

is given by taking the cycles [SuppF ] =
∑

W length(FW )[W ] of the

coherent sheaves F , where W ⊂ SuppF runs over all irreducible com-

ponents.

Lemma 3.1. Let S be a regular noetherian scheme, T a smooth scheme

of finite type over S and f : Y → X be a morphism of smooth schemes

over S. Then the diagram

KQ, T (X)
cl ��

f∗
��

Z
Q, T (Y )

f∗
��

KQ, T (X)
cl ��ZQ, T (Y )

is commutative.

The main theorem is proved by the following lemmas:

Lemma 3.2. (Tα, fαβ) a directed inverse system of smooth schemes

over S, X0 a scheme of finite type over S. Assume T = lim←−Tα is also

regular and noetherian. Then we have the isomorphism:

lim−→Zeq(Xα/Tα, 0) ⊗ Q → Zeq(X/T, 0) ⊗ Q,

where we write Xα = X0 ×S Tα and X = X0 ×S T .

Lemma 3.3. Let k be a field, X be a smooth scheme and F be a

homotopy invariant sheaf of Q-vector space on (Sm/X)Zar. Then we

have an isomorphisms

Hn
ét(X, F ) = Hn

qfh(X, F ) = Hn
Nis (X, F ) = Hn

Zar(X, F ).
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1 Thin Domain and Limit Equation

Thin domain

⎧
⎨

⎩
Δu + f(u, λ) = 0 in Qε,
∂u

∂νε

= 0 on ∂Qε.

λ ∈ R : bifurcation parameter

f(0, λ) ≡ 0

Qε := {(x, y) ∈ R
2; 0 < y < εg(x), 0 < x < 1}

(ε > 0 : small parameter, g ∈ C2([0, 1]), g > 0)

y = εg(x)

Qε

0 1

Change of variables Q := (0, 1) × (0, 1) � (x, y) �→ (x, εg(x)y) ∈ Qε

−→ (P)ε

⎧
⎨

⎩

Lεu + f(u, λ) = 0 in Q,
∂u

∂νBε

= Bεu · ν = 0 on ∂Q.

Lε :=
1

g
divBε, Bε :=

⎛

⎜⎜⎝
g

∂

∂x
− gxy

∂

∂y

−gxy
∂

∂x
+

1

g

{
1

ε2
+ (gxy)2

}
∂

∂y

⎞

⎟⎟⎠ .

Limit equation at ε = 0

The limit equation of (P)ε at ε = 0 is given by

(P)0

⎧
⎨

⎩

1

g(x)
(g(x)vx)x + f(v, λ) = 0 in (0, 1),

vx(0) = vx(1) = 0.

2 Problem

How can the bifurcation diagram of (P)ε be approximated by that

of the limit equation (P)0? Do solution branches of (P)ε persist near

those of (P)0 including bifurcation points?

More precisely, we consider the following three situations:

1. Bifurcation from the trivial branch

2. Regular branch of solutions

3. Saddle-node bifurcation

λ

1

2

3

solution branch of (P)0

solution branch of (P)ε

3 Definition

Norm on H1(Q)

For u ∈ H1(Q), we define

‖u‖ :=

(
‖u‖2

H1 (Q) +
1

ε2

∥∥∥∥
∂u

∂y

∥∥∥∥
2

L2 (Q)

) 1
2

.

4 Main Results

Theorem 1 (Bifurcations from the trivial branch)

Suppose that (0, λ0) is a simple bifurcation point of (P)0, i.e.,

v = 0 is degenerate soilution of (P)0 at λ = λ0,

fuλ(0, λ0) �= 0

⇒ ∃ε0 > 0,∃C > 0 s.t. 0 < ∀ε ≤ ε0, ∃!λε
0 ∈ R s.t.

λε
0 is a simple bifurcation point of (P)ε,

|λε
0 − λ0| ≤ Cε.

λ
λ0 λε

0

Theorem 2 (Regular solution branches)

I ⊂ R : bounded closed interval,

{(v(λ), λ); λ ∈ I} : regular solution branch of (P)0

⇒ ∃ε0 > 0,∃C > 0 s.t. 0 < ∀ε ≤ ε0, ∃!{(uε(λ), λ); λ ∈ I} s.t.

{(uε(λ), λ); λ ∈ I} is a regular solution branch of (P)ε,

sup
λ∈I

∥∥uε(λ) − v(λ)
∥∥ ≤ Cε.

{(uε(λ), λ)}
λ

{(v(λ), λ)}

Theorem 3 (saddle-node bifurcations)

(v0, λ0) : turning point of (P)0

⇒ ∃ε0 > 0,∃C > 0 s.t. 0 < ∀ε ≤ ε0, ∃!(uε
0, λ

ε
0) s.t.

(uε
0, λ

ε
0) is a turning point of (P)ε,∥∥uε
0 − v0

∥∥ + |λε
0 − λ0| ≤ Cε.

λ

(v0, λ0)

(uε
0, λ

ε
0)
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Theorem [ Schwarz’ lemma ].

f : holomorphic on Δ := {z ∈ C ; |z| < 1}, |f | < 1, f(0) = 0 =⇒ |f ′(0)| ≤ 1

This theorem can be interpreted as follows.

|f | < 1 =⇒ f : holomorphic map between Δ

|f ′(0)| ≤ 1, f(0) = 0 =⇒ 4
(1 − |f(0)|2)2 |f

′(0)|2dxdy ≤ 4
(1 − |0|2)2 dxdy

But

Möbius transformation on Δ =⇒

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Any z ∈ Δ can be mapped to 0

Poincaré volume element v1 :=
4

(1 − |z|2)2 dxdy

with constant curvature Kv1 = −1 is invariant

Therefore it follows that

f∗v1 :=
4

(1 − |f(z)|2)2 |f
′(z)|2dxdy ≤ 4

(1 − |z|2)2 dxdy for f : holomorphic map between Δ

We consider |f ′(z)|2dxdy as a change of variables by f .

Geometric interpretation of Schwarz’ lemma

Any holomorphic map between Δ decreases volumes measured by v1

With requiring this volume decreasing property of holomorphic mappings,

v1 on Δ
generalization−−−− −→ what on a higher dimensional complex manifold X ?

Definition-Theorem [ a gerenalization of (Δ, v1) ].

vC
X := sup{f∗v(n)

1 ; f ∈ Hol(X, Bn)} : Carathéodory pseudo-volume form
(

“pseudo” : it may take 0 at some point

v
(n)
1 : Poincaré volume element which generalizes v1 on Δ to B

n := {z ∈ C
n ; |z| < 1}

)

=⇒ All holomorphic maps decrease volumes measured with respect to

the Carathéodory pseudo-volume form vC
X

Main theorem [ curvature of vC
X ].

KvC
X
( := a curvature of the Carathéodory pseudo-volume form vC

X) ≤ −1
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p-adic fields
p : odd prime.

∀x ∈ Q\{0}, ∃!nx ∈ Z, ∃ a, b ∈ Z\pZ, s.t. x = pnxa/b.

Let |x|p := p−nx ( |0| := 0). Then | · |p defines a distance on Q.

Qp : completion of Q with respect to | · |p.
Zp := {x ∈ Qp; |x|p ≤ 1} .

Monsky-Washnitzer Cohomology
Fp : finite field with �Fp = p.

Eμ : y2 = x(x − 1)(x − μ) (μ ∈ Fp\{0, 1})

(affine ordinary elliptic curve over Fp).

Frobp � Fp[x, y]/(y2 − x(x − 1)(x − μ)).

Then Frobp lifts on

R := Zp〈x, y〉†/(y2 − x(x − 1)(x − μ̃)),

where μ̃ ∈ Zp is the Teichmüller lift of μ.

Overconvergent Power Series� �

Zp〈x, y〉† :=

⎧
⎪⎨

⎪⎩

∑

i,j≥0

ai,jx
iyj

∣∣∣∣∣∣
ai,j ∈ Zp,

ρi+j|ai,j| → 0 (∃ρ > 1)

⎫
⎪⎬

⎪⎭

� �

D1(R) : differential module of R over Zp.

H1(Eμ) := Coker[d1 : R ⊗ Qp → D1(R) ⊗ Qp]

(Monsky-Washnitzer cohomology for Eμ)

Property� �

·H1(Eμ) is a 2 dimensional Qp vector space.

·Frobp induces a mapping : H1(Eμ) → H1(Eμ).
� �

a1, a2 : eigenvalues of Frobp on H1(Eμ).

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

a1 + a2 = p − �E(Fp),

a1 · a2 = p,

a1 or a2 ∈ Z×
p .

The eigenvalue in Z×
p is called the unit root of H1(Eμ).

Family of Elliptic Curves

m = (p − 1)/2, H(λ) := λ(λ − 1)
m∑

i=1

⎛

⎝m

i

⎞

⎠
2

λi,

B := Zp〈λ, H(λ)−1〉 :=

⎧
⎪⎨

⎪⎩

∑

i,j≥0

ai,jλ
iH(λ)−j

∣∣∣∣∣∣∣
ai,j ∈ Zp, |ai,j|p → 0

⎫
⎪⎬

⎪⎭
,

A := B〈x, y〉†/(y2 − x(x − 1)(x − λ)).

D1(A/B) : differential module of A over B.

H1 := Coker[d : A ⊗ Qp → D1(A/B) ⊗ Qp].

NOTE

Let μ ∈ Fp is ordinary (:⇔ Eμ is ordinary),

and μ̃ Teichmüller lift of μ ∈ Fp. Then under

B � λ → μ̃ ∈ Qp, we see

H1 ⊗B Qp � H1(Eμ).

D1(A/Zp) : differential module of A over Zp.

∃P, Q ∈ B[x] s.t.

x(x − 1)(x − λ)P (x) +
3x2 − 2(1 + λ)x + λ

2
Q(x) = 1.

Property� �

Let τ := yP (x)dx + Q(x)dy.

·D1(A/Zp) = Adλ ⊕ Aτ .

·D1(A/B) = A(dx/y) � D1(A/Zp)/Adλ.

·D2(A/Zp) := D1(A/Zp) ∧ D1(A/Zp) = Adλ ∧ τ .
� �

Gauss-Manin Connection
∀a ∈ A, ∃!L(a) ∈ A s.t. d(aτ ) = L(a)dλ ∧ τ . Therefore we

obtain the mapping

D1(A/B) � a
dx

y
→ L(a)

dx

y
∈ D1(A/B),

and this induces ∇ : H1 → H1 satisfying

·∇(m1 + m2) = ∇(m1) + ∇(m2) (m1, m2 ∈ H1),

·∇(bm) = b′ · m + b∇(m) (b ∈ B ⊗ Qp, m ∈ H1).

∇ is called Gauss-Manin connection.

Frobenius on H1

φ : B → B : Zp alg. hom. with φ(λ) = λp.

=⇒ ∃φ-linear ring hom. F : A → A s.t. F (z) ≡ zp( mod pA).

This induces a φ-linear mapping : H1 → H1, which is also de-

noted by F .

Proposition� �

Let ω be the image of dx/y in H1.

· {ω, ∇(ω)} is a basis for H1 as B ⊗ Qp modules.

·4λ(1 − λ)∇2(ω) + 4(1 − 2λ)∇(ω) − ω = 0.

·η ∈ ker ∇ ⇔ η = λ(1 − λ)f ′ω − λ(1 − λ)f∇(ω) where f ∈ B

satisfying 4λ(1 − λ)f ′′ + 4(1 − 2λ)f ′ − f = 0.

·F is stable on ker ∇.

·F is also stable on Bω + B∇(ω). Moreover, ∃u �= 0 ∈
Bω + B∇(ω) s.t. Bu is the unique direct summand of

Bω + B∇(ω) satisfying F (Bu) = Bu.
� �

Let μ ∈ Fp be an ordinary and μ̃ Teichmüller lift of μ. Then

under λ → μ̃, we obtain the following commutative diagram :

H1 F→ H1 u → ξ(λ)u

→ → → →

H1(Eμ)
→

Frob H1(Eμ) , v → Frobp(v) = ξ(μ̃)v,

where v is the image of u in H1(Eμ). Therefore we see ξ(μ̃) is

the unit root of H1(Eμ).

Theorem[Dwork]� �

·ξ(λ) : holom. on
{
λ ∈ Qp | |λ|p ≤ 1, |H(λ)|p = |λ(λ − 1)|P

}
.

·ξ(λ) = (−1)mF(λ)/F(λp) on {λ ∈ Qp ; |λ|p < 1}, where

F(x) :=
∑

n≥0

⎛

⎝ (2n − 1)/2

n

⎞

⎠
2

xn

is the hypergeometric series.
� �



On Hasse principle of purely transcendental extension field in one

variable

Makoto Sakagaito

2010/2/18

Classical result

k: global field(i.e. number field or algebraic function
field in one variable over finite field).

p: prime of k including the archimedean ones if k
is number field.
k̂p: completion of k at p.

Hasse principle

local-global map

Br(k)→
∏
p

Br(k̂p)

is injective. Here, p runs through all primes of k.

Special case

For a, b ∈ Z, q: prime number
There exist x, y ∈ Q s.t. ax2 + by2 = q
⇔ There exist xp, yp ∈ Qp s.t. ax2

p + by2
p = q

Here, p runs through all prime numbers and ∞,
Q∞ = R.

Application

There exist x, y ∈ Q s.t. q = x2 + 26y2

m




q ≡ 1 mod 8 and q ≡ one of 1, 3, 4, 9, 10, 12 mod 13
or
q ≡ 3 mod 8 and q ≡ one of 1, 3, 4, 9, 10, 12 mod 13

Study

Related to this classical result, I studied the question
of whether the Hasse principle holds in the case where
the field K(X) is a purely transcendental extension
in one variable of any field K.

I ascertained the result that the local-global map
of K(X) restricted to

Br(K(X))′ = Ker(Br(K(X)) res→
∏

p∈Spec(K[X])

Br(K(X)p̄)

is injective.
Here, K(X)p̄ is the maximal unramified extension

field at p ∈ Spec(K[X]).

Remarks

In the case where m is a natural number prime to the
characteristic of K,

Br(K(X))m = Ker(Br(K(X)) ×m→ Br(K(X))) ⊂ Br(K(X))′.

In the case where K is a perfect field,

Br(K(X))′ = Br(K(X)).
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Large time behavior of solutions for system

of nonlinear damped wave equations

Hiroshi Takeda (Tohoku University)

Feb. 18-19th, 2010
Abstract: We consider the Cauchy problem for a system of semilinear damped wave equations with small initial data. We
derive the asymptotic profile of the nonlinear system corresponding to the results for the nonlinear single equation and we
obtain the sufficient condition of the growth order on the nonlinear term to ensure the existence of the solution with the

optimal decay. Our proof is based on the analysis for the fundamental solution of the linear damped wave equation.

1 Nonlinear damped wave system

m ≥ 2, u : R+ × R
n → R

m; unknown vector-valued function,

F : R
m → R

m; Fj(u) ∼ ∏m
k=1 |uk|pj,k .

(DW)

{
∂2

t u − Δu + ∂tu = F (u), t > 0, x ∈ R
n,

u(0, x) = a(x), ∂tu(0, x) = b(x), x ∈ R
n.

2 Problem

• When does the initial value problem (DW) have a global solution ?

Find the critical condition for the nonlinear term to ensure the exis-

tence of time in global solutions!

3 Known Results

Sun-Wang (2007) m = 2, p1,1 = p2,2 = 0, p1,2, p2,1 > 1

max {p1,2, p2,1} + 1

p1,2p2,1 − 1
≥ n

2

max {p1,2, p2,1} + 1

p1,2p2,1 − 1
<

n

2

finite time blow-up small data global existence

(n ≥ 1) (n = 1, 3)

4 Notation and assumptions

P =

⎛

⎜⎝
p1,1 . . . p1,m

...
...

pm,1 . . . pm,m

⎞

⎟⎠ , α = (P − I)−1

⎛

⎜⎝
1
...

1

⎞

⎟⎠ =

⎛

⎜⎝
α1

...

αm

⎞

⎟⎠ .

• pj,k ∈ [1,∞) ∪ {0},
m∑

k=1

pj,k > 1, j, k = 1, · · · ,m,

• ∃(P − I)−1,

• (a, b) ∈ {W 1,1(Rn) ∩ W 1,∞(Rn) × L1(Rn) ∩ L∞(Rn)}m.

5 Results

Theorem. 1. (existence of the global solution) n = 1, 2, 3.

0 < αj <
n

2
, j = 1, · · · ,m, (a, b) : small

=⇒ ∃! u(t): global solution of (DW) in

{C([0,∞); L1(Rn) ∩ L∞(Rn))}m.

Fj(u) = |ul|pj : j − l cyclic, P =

⎛

⎜⎜⎜⎝

0 . . . 0 p1

p2 . . . 0 0
...

. . .
...

...

0 . . . pm 0

⎞

⎟⎟⎟⎠ .

Theorem. 2. (nonexistence of global solutions) n ≥ 1,

max
1≤j≤m

αj ≥ n

2
,

∫

Rn

aj(x)dx > 0,

∫

Rn

bj(x)dx > 0, j = 1, · · · ,m

=⇒ u(t): blow-up i.e. ∃T < ∞ s.t.

lim supt↗T ‖u(t)‖L1 (Rn )∩L∞ (Rn ) = ∞.

Theorem. 3. (asymptotic profile) n = 1, 2, 3,

min
1≤j≤m

m∑

k=1

pj,k > 1 +
2

n
, (a, b) : small

=⇒ ∃! u(t): global solution of (DW),

Gt(x) :=

(
1

4πt

) n
2

e−
|x |2
4t (Heat kernel),

‖u(t) − MGt‖Lp (Rn ) = o(t−
n
2
(1− 1

p
)), as t → ∞,

where M = (M1, · · · ,Mm),

Mj =

∫

Rn

aj(y) + bj(y)dy +

∫ ∞

0

∫

Rn

Fj(u(s, y))dy ds.

6 Remarks on the theorems

For the j−l cyclic case, we see the relationship between the Theorem

1, 2 and 3.
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Non-abelian generalization of Iwasawa theory

Kazuaki Tajima
(Mathematical Institue, Tohoku University, D1)

1 Classical Iwasawa Theory

Let p be a prime number. A Zp-extension of a num-
ber field k is a Galois extension k∞/k with Galois
group Γ = Gal(k∞/k) ∼= Zp, the additive group of
p-adic integers. Such a Zp-extension can be regard as
a tower of fields

k = k0 ⊂ k1 ⊂ · · · ⊂ kn ⊂ · · · ⊂ k∞ =
∪
n≥0

kn

with Gal(kn/k) ∼= Z/pnZ, where the fields kn are
unique subextensions of k∞/k with [kn : k] = pn.

Let k(ζp∞) be the extension of k obtained by adjoin-
ing all the primitive roots of unity of p-power order.
Then there exist precisely one Zp-extension of k in-
side k(ζp∞). This extension is called the cyclotomic
Zp-extension of k.

Let An denote the p-primary part of the ideal class
group of kn. By class field theory, An is isomorphic to
the Galois group of the maximal abelian unramified p-
extension Ln of kn, and these groups have finite order.
Then X∞ = lim

←−
An is isomorphic to the Galois group

of the maximal unramified abelian p-extension L∞ of
k∞. Hence, we know that Λ = Zp[[Γ]] acts naturally
on X∞. In 1959, Iwasawa was studied the structure
of X∞ as Λ-module and he proved following beutiful
theorem:

Theorem 1.1 (Iwasawa 1959). There exist non-
negative integers µ(k∞/k), λ(k∞/k) and an integer
ν(k∞/k) such that

]An = pµ(k∞/k)pn+λ(k∞/k)n+ν(k∞/k)

for all sufficiently large integer n ≥ 0.

The integers µ and λ are the invariant of the struc-
ture of X∞ and (sometimes also ν) are called the iwa-
sawa invariants. Especially λ = rankZp

X∞ holds.
For the cyclotomic extension, the iwasawa invariants
are denoted by µp(k), λp(k) and νp(k).

Calculate the iwasawa invariants It is no known
that general way to calculate the iwasawa invariants.
But, following result gives a simple sufficient condition
such that all the iwasawa invariants vanish:

Theorem 1.2 (Iwasawa 1956). Supose that p does
not divide the class number h(k) of k and p is non-split
in k/Q. Then we have µp(k) = λp(k) = νp(k) = 0.

For example, we see that µp(Q) = λp(Q) = νp(Q) =
0 for any prime p.

2 Non-abelian Iwasawa Theory

For a Zp-extension k∞/k, we consider the Galois group
of the maximal unramified (not nessesary abelian)

p-extension L̃∞ (resp. L̃n) of k∞ (resp. kn) . Put
G̃∞ = Gal(L̃∞/k∞), G̃n = Gal(L̃n/kn).

Our main purpose is to study the group
structure of G̃∞ by using “iwasawa thoretical
methods”. But, it is very hard to describe this struc-
ture in direct, so we shall consider a filtration of G̃∞:

G̃∞ = C1(G̃∞) ⊃ C2(G̃∞) ⊃ · · · ⊃ Ci(G̃∞) ⊃ · · ·

More precisely, we adopt the lower central sequence
as the filtration, that is Ci+1(G̃∞) = [Ci(G̃∞), G̃∞]
(i ≥ 1), the commutator group of Ci(G̃∞) and G̃∞.
Then we define the i-th iwasawa module by X

(i)
∞ =

Ci(G̃∞)/Ci+1(G̃∞). We also define X
(i)
n as similary.

Let L
(i)
∞ (resp. L

(i)
n ) be the fixed field of L̃∞

(resp. L̃n) by Ci+1(G̃∞) (resp. Ci+1(G̃n)). By
definition, we have X

(i)
∞ = Gal(L(i)

∞ /L
(i−1)
∞ ), X(i)

n =
Gal(L(i)

n /L
(i−1)
n ), especially, X

(1)
∞ ∼= X∞ and X

(1)
n

∼=
An are the usual iwasawa modules. Furtheremore,
we know that L

(i)
∞ is the central p-class field of

L
(i−1)
∞ /k∞, namely L

(i)
∞ is the maximal unramified p-

extention of L
(i−1)
∞ such that L

(i)
∞ /k∞ is Galois and

X
(i)
∞ = Gal(L(i)

∞ /L
(i−1)
∞ ) is conteined in the center of

Gal(L(i)
∞ /k∞). This is a reason why we adopt the lower

central sequence as a filtration of G̃∞ and this fact
plays important role. In fact, we know that X

(i)
n is

finite and X
(i)
∞ has the natural Λ-module structure by

the virtue of the fact. Furthremore, if µ(k∞/k) = 0, we
can prove X

(i)
∞ is a finitely generated torsion Λ-module,

so we define the i-th λ-invariant by λ(i)(k∞/k) =
rankZp X

(i)
∞ .

The following theorem which is an analogy of The-
orem 1.1 is proved by Ozaki:

Theorem 2.1 (Ozaki 2007). Suppose µ(k∞/k) = 0.
Then there exist an integer ν(i)(k∞/k) for all i ≥ 1
such that

]X(i)
n = pλ(i)(k∞/k)n+ν(i)(k∞/k)

for all sufficiently large integer n ≥ 0.

From Theorem 2.1 , we can regard the i-th iwasawa
module X

(i)
∞ as sufficiently good objects to study the

structure of G̃∞ by using “iwasawa theoretical meth-
ods”.
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The pattern formation of head regeneration model of Hydra

Madoka Nakayama (Tohoku University)

Abstract: Hydra is a small animal living in fresh water, which is best known for its ability of regeneration. When a hydra is cut into two pieces,
two hydras will regenerate. There has been several mathematical models proposed to describe this experiment. A classical model proposed by

Gierer and Meinhardt in 1972, is based on the idea of diffusion- driven instability between two chemicals called activator and inhibitor. Recently,
Anna Marciniak proposed new regeneration models from a more biologically refined viewpoint. Her models consist of free and bound receptors,

ligands and an enzyme, and a head is formed at place of higher bound receptor concentration.

1 What is Hydra?

2 Idea of the model

3 Marciniak-Czochra model(2006)

At first we consider the following problem for

∂rf

∂t
= −μfrf − brf l + drb + m1, (1)

∂rb

∂t
= −μbrb + brf l − drb, (2)

∂l

∂t
=

1

γ

∂2l

∂x2
− μll − brf l + drb + pl, (3)

∂pl

∂t
= −δl

pl

1 + p2
l

+
m2lrb

(1 + σlp2
l − βlpl)(1 + αlrb)

(4)

rf ≥ 0:density of free receptors,

rb ≥ 0:density of bound receptors,

l ≥ 0:density of bound ligands,

pl ≥ 0:production term of ligands,

μf , μb, μl,m1,m2, b, d, σl, βl, δl:positive constants.

4 Stationary problem

To consider stationary problem, we put

∂rf

∂t
=

∂rb

∂t
=

∂l

∂t
=

∂pl

∂t
= 0,

and reduce (1) to the following two component system:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1

γ

d2u

dx2
+ f(u, v) = 0,

g(u, v) = 0
du

dx
=

dv

dx
= 0, (x = 0, 1)

where u = l, v = pl and let μbμf + dμf = M ,

f(u, v) = v − μlu − m1μbbu

M + μbbu
,

g(u, v) = −δl
v

1 + v2
+

m1m2bu
2

(M + μbbu + αlm1bu)(1 + σlv2 − βlv)
.

To draw nullclines, we consider f(u, v) = 0, g(u, v) = 0.

f(u, v) = 0 ⇔ v = μlu − m1μbbu

M + μbbu
,

g(u, v) = 0 ⇔ δl
v

1 + v2
(1 + σlv

2 − βlv) =
m1m2bu

2

M + u(μbb + σlm1b)
=: Ψ(u)

Lemma
Let A =

ψ(u)

δl
. Assume that

(i) 9σl − 1 > 0 and
√

3σl <
βl

9σl − 1
,
√

3σl < A <
βl

9σl − 1
, or

(ii) 9σl − 1 > 0 and
βl

9σl − 1
<

√
3σl,

βl

9σl − 1
< A <

√
3σl.

In addition, if A satisfies

−(A + βl) − √
(A + βl)2 − 3σl <

3σl{βl + A(1 − 9σl)}
2(3σl − A2)

< −(A + βl) +
√

(A + βl)2 − 3σl,

then g(u, v) = 0 and f(u, v) = 0 intersect at three points (u−, v−),(um, vm),

(u+, v+).

From the Lemma, we obtain the relationship of parameters for which the system

(1)-(4) has three stationaly solutions.

Let (u− < um < u+)

⎧
⎪⎪⎨

⎪⎪⎩

v = h0(u) (u0 < u < u+, v0 < v < v+)

v = hm(u) (u0 < u < u+, v+ < v < v−)

v = h1(u) (u0 < u < u+, v− < v < v1)

(5)

In particular, we focus on the curve v = hj(u)(j = 0, 1).

We substitute v = hj(u) (j = 0, 1) in f(u, v), then we have the following systems.

⎧
⎪⎪⎨

⎪⎪⎩

1

γ

d2u

dx2
+ f(u, hj(u)) = 0,

du

dx
=

dv

dx
= 0 (x = 0, 1).

(6)

From the lemma, we obtain the following theorem.

Theorem
There exists a monotone increasing solution of (6) which is C1 in [0,1].

Outline of the proof

We consider the following initial value problems

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1

γ

d2û

dx2
+ f0(û, h0(û)) = 0,

dû

dx
(0) = 0,

û(0) = k (u0 < k < u+),

(7)

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1

γ

d2ū

dx2
+ f0(ū, h0(ū)) = 0,

dū

dx
(0) = 0,

ū(0) = p (u+ < p < u1).

(8)

We show û is monotone increasing, and ū is monotone decreasing . Combining

these facts, we can choose k and p so that the graphs of û and ū are tangent to

each other at u = β, where β is an arbitrarily fixed constant in [u0, u+] ∩ [u−, 1].





Spatial branching process in random environment

NISHIMORI Yasuhito
(Mathematical Institute Tohoku University)

Introduction

An outline of these notes is as follows. After defining the
Galton-Watson process, we introduce the branching Brownian
motion among Poisson obstacles. In the following section, we
present some result on exponential growth. Our main purpose
is to compare the growth order of Galton-Watson process with
strictly dyadic branching Brownian motion among Poisson ob-
stacles.

1 Galton-Watson process

We consider Galton-Watson process {Gn}∞n=0 with offspring
distribution {pk}∞k=0 satisfying m =

∑∞
k=1 kpk > 1 and pk �= 1

for any k ∈ N ∪ {0}.

Theorem 1 (H.Kesten, B.P.Stigum, 1966)
Let W = lim

n→∞m−nGn. Then

∞∑

k=2

pkk log k < ∞ ⇒ E[W ] = 1 . (1)

Theorem 1 says the growth rate of {Gn}.

2 Branching Brownian motion and
Poisson obstacles

Firstly, we call ({Ẑt}t≥0, Px) strictly dyadic branching Brown-
ian motion on Rd with branching rate β(x) , if for any g ∈ C+

b ,
u(x, t) = Ex[e−〈g,Ẑt〉] solves

⎧
⎪⎪⎨

⎪⎪⎩

∂u

∂t
=

1
2
�u + β(u2 − u) on Rd × (0,∞)

lim
t↓0

u(·, t) = e−g(·) on Rd × (0,∞)

0 ≤ u ≤ 1,

where 〈g, Ẑt〉 =
∫

Rd

g(x)Ẑt(dx). ({Ẑt}t≥0, Px) is following that

one particle starts at x ∈ Rd, performing an Brownian motion
on Rd. Her life time distributions is exponential with param-
eter β(x). Just as it dies, one particle splits into two one and
descendants perform same as their parent.

Secondly, we set random environment by (ω,P) which is a
Poisson point process in Rd with intensity measure ν(dx) = νdx
where ν > 0 and dx is the Lebesgue measure. For a > 0,
let Kω denote a random set given by a-neighborhood of each
configuration ω:

Kω
def=

⋃

x∈supp(ω)

B̄(x, a)

And for fixed 0 < β1 < β2, we define the strictly dyadic
branching Brownian motion ({Zt}t≥0, P

ω) with branching rate
β(x):

β(x) = β1 · χKω (x) + β2 · χKc
ω
(x)

Here χ is indicator function. Then, as long as a particle in Kω,
the splitting rate is less than in Kc

ω. Thus we may consider the
random field Kω as obstacles. So Kω is said to Poisson obsta-
cles and branching Brownian motion ({Zt}t≥0, P

ω) generated
by above β(x) is strictly dyadic branching Brownian motion
among Poisson obstacles(DBBP).

3 Some results

Our main purpose is to compare the growth rate Galton-
Watson process with DBBP. According to the latter, the fol-
lowing result shows growth order of it. We denote |Zt| = 〈1, Zt〉.

Theorem 2 (J. Engländer [2])
On a set of full P measure

lim
t→∞ exp

[
−t

{
β2 − c(d, ν)(log t)−

2
d

}]
Eω[|Zt|] = 1 (2)

as t → ∞, where ωd is the volume of the d-dimensional unit
ball, λd is the principal Dirichlet eigenvalue of − 1

2� on it, and
c(d, ν) = λd( d

νωd
)−

2
d .

Outline of the proof of theorem 2

We set Ttf(x) = Ex[f(Yt)] where {Yt}t≥0 is 1
2�+ β-diffusion,

and {Tt}t≥0 is the semigroup of it. Then

E[|Zt|] = (Tt1)(x)

by The first moment formula. Hence the Feynman-Kac for-
mula implies

(Tt1)(x) = E1 x

[
exp

{∫ t

0

β(Ws)ds

}]
,

where ({Wt}t≥0,P1 x) is d-dimensional Brownian motion. Thus,

Eω[|Zt|] = E1 x

[
exp

{∫ t

0

β2 − (β2 − β1) · χKω
(Ws)ds

}]

= eβ2t exp
[
−c(d, ν)t(log t)−

2
d (1 + o(1))

]
(3)

as t → ∞. To obtain the second equality of (3), we use a
theorem of the large time behavior of Brownian motion among
Poisson obstacles (cf.[1]).

Theorem 2 tells us that the growth order of Eω[|Zt|] is deter-
mined by the effect of each particles hitting Kω.
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On a periodic decomposition of meromorphic functions

Takanao Negishi (Tohoku University)

Introduction

For an arbitrary c ∈ C , we denote by Δc the difference operator about c , i.e.
Δcf = f(z + c) − f(z) , where f ∈ M(C) (the set of meromorphic functions

on C) . Then , we consider the difference equation Δc1Δc2 · · ·Δcn
f = 0

(1)(c1, c2, · · · , cn ∈ C). We easily see that functions which is a sum of periodic
functions Pc1 +Pc2 + · · ·+Pcn

where each Pck
is a ck-periodic meromorphic function

satisfy (1) . On the contrary , can all functions satisfying (1) be always represented
as such a sum of periodic functions ?

We consider this periodic decomposition problem of meromorphic functions . By
applying the method we used in 1-dimensional case , we try to investigate the 2-
dimensional case .

Historical Background

�

�

�

�

Problem: If a function f : R −→ R satisfies the difference equation
Δc1Δc2 · · ·Δcn

f = 0 (2) for some c1, c2, · · · , cn ∈ R , then can f be
written in the form of f = Pc1 + Pc2 + · · · + Pcn

(Pck
: R −→ R; ck-periodic , 1 ≤ k ≤ n) (3) ?

Such periodic decomposition problem has already been studied in real analysis so far
. However in complex analysis , it has not been considered . It started with some
unpublished work of I.Z.Rusza and continued among others .

To study this problem , we have two ways . First we restrict functions to some class
. A class F of real functions is said to have the decomposition property (DP) , if for
every f ∈ F and c1, · · · , cn ∈ R , (2) implies that f has a decomposition as (3) with
Pck

∈ F (1 ≤ k ≤ n) .

Examples of the classes having the DP
•B(R) = {bounded functions}
•BC(R) = {bounded continuous functions}
•BM(R) = {bounded measurable functions}
•B(Z → Z) = {bounded Z −→ Z functions}
(In case of B(Z → Z) , periods cks are all integers)

However the class C(R) = {continuous functions} and R
R = {all real functions} do

not have .
The second idea is to complement (2) with other conditions , so that these will

be sufficient and necessary for the existence of periodic decompositions . I.Z.Ruzsa
showed that if c

d
/∈ Q , f(x) = x can be split into a c-periodic function and a d-

periodic function . And he showed more generally , if ci

cj
/∈ Q for i �= j , then (2)

implies the decomposition in the form of (3) .

The Results on the 1 − dimensional case

Before Investigating the general form (1) , it is basically important to study the
easier equation ΔcΔdf = 0 (4) .

Concerning (4) , we can show the following theorem :

�

�

�

	

Theorem 1. Let E(C) be the set of entire functions on C and M(C) be the
set of meromorphic functions on C . The function f satisfying the difference
equation ΔcΔdf = 0 can be decomposed as follows ,
[A] if c and d are linearly independent over R, i.e. c

d
/∈ R ,

(a)when f ∈ E(C) , then f = Cz + Pc + Pd (C : const, Pc, Pd ∈ E(C))
(b)when f ∈ M(C) , then f = Pc + Pd (Pc, Pd ∈ M(C))

[B] if c
d

= c′

d′
∈ Q ( c′

d′
is an irreducible fraction , c = μc′, d = μd′),

(a)when f ∈ E(C) , then f = Pc + Pd + Pμz (Pc, Pd, Pμ ∈ E(C) ,
Pμ : μ − periodic)

(b)when f ∈ M(C) , then f = Pc + Pd + Pμz (Pc, Pd, Pμ ∈ M(C) ,Pμ :
μ − periodic)

[C] if c
d
∈ R\Q ,

(a)when f ∈ E(C) , then f = Cz + Pc + Pd +
∑

∞

n=1(Qc
n + Qd

n)
(C : const, Pc, Pd, Qc

n, Qd
n ∈ E(C), Qc

n : c − periodic,
Qd

n : d − periodic)

The method of proof is based on the Fourier expansion of entire periodic functions
and the Mittag-Leffler theorem . Applying the above theorem again and again , we
can gain the following theorem :

�

�

�

	

Theorem 2. Let c1, c2, · · · , cn ∈ C be pairwise linearly independent over R .
[A] ∀f ∈ E(C) s.t. Δc1Δc2 · · ·Δcn

f = 0 can be decomposed in the form of
f = a1z + a2z

2 + · · · + an−1z
n−1 + Pc1 + Pc2 + · · · + Pcn

(aj ∈ C, Pcj
∈ E(C) : cj − periodic, 1 ≤ j ≤ n)

[B] ∀f ∈ M(C) s.t. Δc1Δc2 · · ·Δcn
f = 0 can be decomposed in the form of

f = Pc1 + Pc2 + · · · + Pcn

(Pcj
∈ M(C) : cj − periodic, 1 ≤ j ≤ n) · · · (5)




�

�



Corollary 1. Let c1, c2, · · · , cn ∈ C be pairwise linearly independent over R .
Then , an arbitrary (n − 1)-degree polynomial can be decomposed in the
form of (5) .

Next we try to consider the 2-dimensional case , that is the decomposition problem
of meromorphic functions on C

2 .
Then we apply the ways that we used in 1-dimensional case . So , here we state

left or right solution of Δ1f = h (h ∈ M(C)) . We denote the set of h(z)’s poles
whose real parts are positive by {sn} and non-positive by {tn} . By Mittag-Leffler
theorem , we can decompose h into two meromorphic functions h1, h2 (h = h1 + h2)
where the polar set of h1 is {sn} and that of h2 is {tn} . Δ1f1 = h1 has a solution
that has a form of f1 =

∑
∞

n=1(h(z − n) − pn) + E1 (pn : polynomial , E1 ∈ E(C)) .
We call a solution of this type ”right solution” . And Δ1f2 = h2 has a solution that
has a form of f2 = −

∑
∞

n=0(h(z + n) − qn) + E2 (qn : polynomial , E2 ∈ E(C))
. We call a solution of this type ”left solution” . Then f = f1 + f2 is a solution of
Δ1f = h .

The 2 − dimensional case

In case of entire functions on C
2 , we can show following theorem :

�

�

�

	

Theorem 3. [A] Let e1 = t(1, 0) , α = ae1 (a /∈ R) . Then a function
f(z, w) ∈ E(C2) satisfying Δe1Δαf = 0 has a representation as

f = Cz + Pe1 + Pα (C : const , Pe1 , Pα ∈ E(C2))
[B] Let e2 = t(0, 2) . Then a function f(z, w) ∈ E(C2) satisfying
Δe1Δe2f = 0 has a representation as

f = Pe1 + Pe2 (Pe1 , Pe2 ∈ E(C2))

Because the poles of meromorphic functions are not isolated , the meromorphic case
is not easy . Furthermore , we have some phenomena which do not arise in 1-
dimensional case . For example , even the most basic type of difference equation
Δcf = h may not have a solution in M(C2) .

(Ex. Δe1f = 1
zw−1 )

When we consider Δe1f(z, w) = h(z, w) , we regard the variable w as a parametor ,
that is we think the functions f(z; w) and h(z; w) in z varies as the w chenges . Then
the polar distribution also depends on the value of w .

Now we restrict the value of w by removing some points from w-plane . First we
remove the points w = a s.t. h(z, a) ≡ 0 or ∞ . Next we remove the points at which
some poles of h(z;w) generate to ∞ . Finally , we remove the points w = a s.t.
I(x, a) := infy∈R |A(x + yi, a)| = 0 for ∀x ∈ R where h(z, w) = B(z,w)

A(z,w) (A,B ∈ E(C2)
) .

We denote the removal set by R = R(h; e1) . When w = w0 ∈ C\R has a
neighborhood U ⊂ C\R such that for ∀y ∈ R we can find ∃M ∈ R , δ > 0 s.t.
h(z, w) is holomorphic in {z ∈ C | �z < M , |�z − y| < δ} × U , then we call the
set of all such points right-solvable domain (SR(h; e1)). And if h is is holomorphic
in {z ∈ C | �z > M , |�z − y| < δ} × U , then we call the set of all such points
left-solvable domain (SL(h; e1)).

If w0 ∈ SR(h; e1) , we can find a right solution of Δe1f = h on C×U where U is
a neighborhood of w0 . If w0 ∈ SL(h; e1) , we can find a left solution of Δe1f = h on
C×U.Ifw0 ∈ C\R , then we can decompose h as h = h1 +h2 where w0 ∈ SR(h1; e1)
, w0 ∈ SL(h2; e1) . Therefore we can gain some local solutions of Δe1f = h . right
or left solution can be extended to the right or left solvable domain .

In regard to Δe1Δe2f = 0 , I have not completed the study . However , under
some assumptions , a function satisfying Δe1Δe2f = 0 has a periodic decomposition
. For example , if ∃w0, w0 + 1 ∈SR(f ; e1) , then f has a periodic decomposition .



Di�culties of Solving Problems
Kojiro Higuchi

• Computability Theory:
– Computability theoryis the study of algorithm, computability and uncomputability.

• A study ofdifficulties of solving problems:
– What areproblems? How are difficulties of solving problemsdefined?
– What is thedistributionof difficulties of solving problems like?

• My study is to clarify the distribution of difficulties of solvingΠ0
1 Mass Problems:

– Difficulties are defined by the concept ofAlgorithms.

Mass Problems:=
"Sets of functions on natural numbers".

But we consider mass problems and their ele-
ments as follows:
Mass Problems=
"Sets of solutions to corresponding problems",

Elements=
"Solutions to the corresponding problem".

Examples:
1. Make a complete table of prime numbers,

2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37,· · · .
2. Calculateπ by decimal expansion,

3.141592653589793238462643383279· · · .
3. Construct a transcendental number except for
eandπ,

0.153625035358421993710300427342· · · .
4. Find an uncomputable function.
5. Find an infinite random sequence,

01101000101110110001011011101100· · · .
6. Extend Mathematics (ZFC) to some complete
consistent theory.

Degrees:=
"Difficulties of solving mass problems".

P is not more difficult than Q (P≤Q) =
"Some algorithm gives a solution to P by any so-
lution to Q".

The Distribution of Degrees:
1. There areinfinitely manydegrees.
2. There are P and Q such thatP�Q andP�Q.
3. Thetopdegree and thebottomdegree exist.
–A problem without solutions is of the top degree.
–A problem with a computable solution is of the
bottom degree.

Algorithms:= Programs written by

"Computer Language+ an InstructionOracle".

For a solution p and a number x, the calculation
of Φ(p; x) is as follows:
1. Calculate step by step along the algorithmΦ,
2. Put p(y) into z if "z:=Oracle(y)" appears,
3. LetΦ(p; x)=Output, if this calculation halts.

For a solution p,Φ(p)↑ =
"Φ never halts on the input p without number x".

Π0
1 Mass Problems:=

"Sets of p’s satisfyingΦ(p)↑ for an algorithmΦ".

Examples:
1. Make a complete table of prime numbers,

2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37,· · · .
2. Calculateπ by decimal expansion,

3.141592653589793238462643383279· · · .
5. Find an infinite random sequence,

01101000101110110001011011101100· · · .
6. Extend Mathematics (ZFC) to some complete
consistent theory.

The Distribution of Degrees:
1. There areinfinitely manydegrees.
2. There are P and Q such thatP�Q andP�Q.
3. Thetopdegree and thebottomdegree exist.
–The example 6 is of the top degree.
–A problem with a computable solution is of the
bottom degree.

A Problem on Π0
1 Mass Problems:

Does there exist P and Q such that P<Q and no
problem R such that P<R<Q?



Undecidability and weak theory of concatenation
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• Background of the theory of concatenation

∗ In 2005's, A. Grzegorczyk de�ned the new theory of concatenation denoted

by TC, and he proved that TC is undecidable theory([1]).

∗ In 2008's, A. Grzegorczyk and K. Zdanowski proved that the theory TC is

essentially undecidable. And they left the open question whether the weak

arithmetic Q is interpretable in TC.

∗ For the above question, in 2009's, V. Švejdar, A. Visser and M. Ganea

independently gave a positive answer.

• Main results

∗ We de�ned the new theory of concatenation WTC and proved that this

system is properly weaker than TC.

∗ We proved the theory WTC is Σ1-complete, that is, for any Σ1 sentence ϕ, if
ϕ is true in the standard model of WTC, then is provable in WTC.

∗ We proved that WTC interprets R. This implise that WTC is essentially

undecidable. About the converse of this, we conjecture that R interprets

WTC.

1. Robinson's weak arithmetic Q
The arithmetic Q is PA−(Induction) whose axioms

are followings:

(Q1) ∀x∀y(S(x) = S(y)→ x = y).

(Q2) ∀x(S(x) 6= 0).

(Q3) ∀x(x 6= 0→ ∃y(x = S(y))).

(Q4) ∀x(x+ 0 = x).

(Q5) ∀x∀y(x+ S(y) = S(x+ y)).

(Q6) ∀x(x · 0 = 0).

(Q7) ∀x∀y(x · S(y) = x · y + x).

2. Robinson's very weak arithmetic R
Robinson's arithmetic R has the following ax-

ioms: for each standard number m,n,

(R1) m̄+ n̄ = m+ n.

(R2) m̄ · n̄ = m · n.

(R3) m̄ 6= n̄（if m 6= n）.

(R4) ∀x(x ≤ n̄→ x = 0̄ ∨ · · · ∨ x = n̄).

(R5) ∀x(x ≤ n̄ ∨ n̄ ≤ x).

3. Our new theory WTC
Oer theory has the following axioms: for each

x, y, z, u, v ∈ {a, b, c}∗,
(W1) x_ε = ε_x = x.

(W2) x_(y_z) = (x_y)_z.

(W3) x_y = u_v → ∃w((x_w = u ∧ y = w_v) ∨ (x =
u_w ∧ w_y = v)).

(W4) α 6= ε ∧ x_y = α→ x = ε ∨ y = ε.

(W5) β 6= ε ∧ x_y = β → x = ε ∨ y = ε.

(W6) γ 6= ε ∧ x_y = γ → x = ε ∨ y = ε.

(W7) α 6= β ∧ β 6= γ ∧ γ 6= α.

(W8) ∀x(x v u→
∨

vvu
x = v).

4. Our conjecture

Q DE TC

5 5
R ?? D E WTC
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Davies’ Conjecture for Pseudo-Schrödinger Operators and Its Applications to
Penalization Problem

Masakuni MATSUURA∗†
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1 Abstract

We call (−Δ)α/2+V (x) (0< α ≤ 2,V ∈C∞
0 (Rd)) a “pseudo-Schrödinger

operator” and we consider asymptotic behavior of heat kernels of
stochastic processes associated with pseudo-Schrödinger operators.
It is well known that Pinchover has solved Davies’ conjecture for
second-order elliptic operators. (See, Theorem 1.2, [Pin1] or Theorem
1.1, [Pin2] ). We derive the result of Davies’ conjecture for pseudo-
Schrödinger operators from Pinchover’s results as follows.

Conjecture 1. Let kt(x,y) and ϕ(x) be the heat kernel and the ground
state associated with pseudo-Schrödinger operator. Then, if Hα is sub-
critical or null-critical, then for every x,y ∈ R

d ,

lim
t→∞

kt(x,y) = 0.

If Hα is positive-critical, then for every x,y ∈ R
d ,

lim
t→∞

kt(x,y)
kt(0,0)

= ϕ(x)ϕ(y).

Though we can easily prove subcritical cases, we have not completed
the proof of critical cases yet.

2 Preliminaries

The following stories are well known.
Let Hα = (−Δ)

α
2 +V (x) be a pseudo-Schrödinger operator. Then,

there is a (C0)-semigroup (Tt)t≥0 on C∞(Rd), which is generated by Hα .
Riesz’s representation theorem implies the existence of the heat kernel
kt(x,dy) such that

Ttv(x) =
∫

Rd
kt(x,dy)v(y) (1)

for all v∈C∞
0 (Rd), every x,y∈R

d , and every t ≥ 0. Then, the heat kernel
kt(x,dy) is the minimal fundamental solution of the initial problem with
pseudo-Schödinger operator.
For all v ∈C∞

0 (Rd) and every x ∈ R
d , Ttv can be represented as

Ttv(x) = Ex

[
e
∫ t
0V (Xs)dsv(Xt)

]
. (2)

Here, Xt is the symmetric α-stable process. Further, the range of
principal eigenvalues λ0 of Hα is non-negative.

3 Motivation

We would like to solve Davies’ conjecture for pseudo-Schrödinger op-
erators in order to solve penalization. Let us suppose the following as-
sumption.

Assumption 2. If Hα is positive critical, then

lim
t→∞

kt(x,y)
kt(0,0)

= ϕ(x)ϕ(y). (3)

for every x,y ∈ R
d .

∗Mail : sa9d10@math.tohoku.ac.jp
†Web : http://www.math.tohoku.ac.jp/˜sa9d10/
‡Poster session, Global COE symposium “Weaving Science Web beyond Particle-

Matter Hierarchy”.

Then, there is a limit distribution P
ϕ
0 such that

lim
t→∞

E0

[
e
∫ t
0V (Xu)duΣ

]

E0

[
e
∫ t
0V (Xu)du

] = E
ϕ
0 [Σ ] (4)

for all Σ ∈ Fs.
Indeed, if we define

P
ϕ
0 :=

ϕ(Xs)
ϕ(X0)

eλ0s+
∫ s
0 V (Xu)duP0,

then as t→ ∞,

E0

[
e
∫ t
0V (Xu)duΣ

]

E0

[
e
∫ t
0V (Xu)du

]

=
E0

[
E0

[
e
∫ s
0 V (Xu)due

∫ t
s V (Xu)duΣ

∣∣Fs

]]

E0

[
e
∫ t
0V (Xu)du

]

=
E0

[
e
∫ s
0 V (Xu)duΣE0

[
e
∫ t−s
0 V (Xu)du ◦θs

∣∣Fs

]]

E0

[
e
∫ t
0V (Xu)du

]

=
E0

[
e
∫ s
0 V (Xu)duΣEXs

[
e
∫ t−s
0 V (Xu)du

]]

E0

[
e
∫ t
0V (Xu)du

]

=
E0

[
e
∫ s
0 V (Xu)duΣEXs

[
e
∫ t−s
0 V (Xu)du

/
kt(0,0)

]]

E0

[
e
∫ t
0V (Xu)du

/
kt(0,0)

]

→
E0

[
eλ0s+

∫ s
0 V (Xu)duΣϕ(Xs)

∫
ϕ(y)dy

]

E0[ϕ(0)
∫

ϕ(y)dy]
= E

ϕ
0 [Σ ].

Here, we have used
kt−s(Xs,y)
kt(0,0)

→ ϕ(Xs)ϕ(y) P0-a.s.

as t→ ∞ in the last computation.
We call such a problem “Feynman-Kac penalization”.
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Torsion points of abelian varieties with values
in infinite extension fields
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We consider a problem “the torsion part A(L)tor of an abelian variety A over a number field or p-adic field K wih values

in some infinite extension L of K is finite or infinite ?”. On the other hand, the periodic points of an arithmetic dynamical
system have some relationship with the torsion points of abelian varieties, and there also is a problem related to the finiteness.
We compare the side of the variety with that of the dynamics in this problem.

SIDE OF VARIETY
K : number field, A/K : abelian variety, L/K : extension
A(L) : set of K-rational points of A with values in L.
A(L)tor := {P ∈ A(L) : nP = 0 for ∃n ∈ Z}
Well-Kown Fact� �

L/K : finite extension ⇒ #A(L)tor < ∞
� �

• It is true even if we replace K with a p-adic field.

UNIFORMLY BOUNDED

Thm. (Mazur-Morel)� �

A = E : elliptic curve over number field K
L/K : finite extension ∃C = C(d) : constant
s.t. #E(L)tor < C.

� �

• Mazur proved it when K = Q, and Morel proved in the
general case. Their proof of this theorem is very difficult !
• It is an open problem in the case of abelian varieties.

Problem� �

A : abelian variety over number field or p-adic field K

If L is an infinite extension field of K,
A(L)tor is finite or infinite?

� �

GLOBAL AND LOCAL RESULTS

In the global case, there are many results for this problem.
We pick up the following Ribet’s result.

Thm. (Ribet)� �

K : number field, L := K(μ∞) ⇒ #A(L)tor < ∞
� �

Ribet proved this theorem by reducing it to the following
local result which is proved by Imai and Serre.

Thm. (Imai-Serre)� �

K : p-adic field, L := K(μp∞)

A : abelian variety with ordinary reduction
⇒ #A(L)tor < ∞

� �

Recently, This local result is refined to more large field L by
Ozeki.

MANIN- MUMFORD CONJECTURE

Finally we note that for curves with a higher genus, it is
known the following Manin- Mumford conjecture, proved by
Raynaud.

Thm. (Raynaud)� �

K : alg. closed field of char. 0, C/K : curve of genus > 1

J : Jacobi variety of C ⇒ C ∩ J(K)tor < ∞
� �

SIDE OF DYNAMICS
K : number field, f(X) ∈ K(X), L/K : extension
P ∈ P

1
(L) is periodic, if f (n)

(P ) = f ◦ · · · ◦ f(P ) = P .
Πf(L) := {P ∈ P

1
(L) : f (m)

(P ) is periodic ∃m ∈ Z}
Thm. (Nothcott)� �

L/K : finite extension ⇒ Πf(L) : finite
� �

• There are not results for a p-adic field.

UNIFORMLY BOUNDED (DYNAMICAL VERSION)

Conj. (Morton-Silverman)� �

L : finite extension of number field K, f(X) ∈ K(X)

Then ∃C : constant depending only on L and deg(f)

s.t. #Πf(L) < C.
� �

• This conjecture includes the Mazur-Morel’s theorem
stated the side of variety, thus it is considered that it is diffi-
cult to prove it. it is not known even when f(X) = X2

+ c.

Problem (dynamical version)� �

f(X) : rational function over number field or p-adic field
If L is an infinite extension field of K,
Πf(L)tor is finite or infinite?

� �

LATTÉS MAP

The Lattés map fE is one of the most important rational
maps in the study of this problem. It is obtained by the pro-
jection of the multiplication by m map on an elliptic curve E

such as the following:

E(K)
[m]−−→ E(K)

proj.
⏐⏐⏐⏐� proj.

⏐⏐⏐⏐�

P
1
(K)

fE−→ P
1
(K)

The Lattes map has the property #ΠfE
(L) ≤ #E(L)tor

for an extension L of K. Therefore the results in the side of
the variety give some examples of the finiteness problem in
the side of the dynamics.

DYNAMICAL MANIN- MUMFORD CONJECTURE

Finally, we state the dynamical system version of the Munin-
Mumford conjecture. This conjecture is also an open prob-
lem.

Conj. (Zhang)� �

K : alg. closed field of char. 0, φ : morphism on P
N

(K)

X : variety in P
N

Πφ(K) ∩ X ⊂ X : dense ⇔ X : pre-periodic variety
� �



Maximum principle for a biological model related to the
motion of amoebae
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1 Model of amoebae motion

Tamiki Umeda (Kobe University) proposed a biological model of amoebae
considering the motion and the chemical reaction in the body. We modify
Umeda’s model from a mathematical viewpoint, and analyze the following
model:

(P)

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ut = Δu + k1w(t) − k2u x ∈ Ω(t), t > 0,

u = 1 + Aκ + BV x ∈ ∂Ω(t), t > 0,

V = −∇u · n + g(u)w(t) x ∈ ∂Ω(t), t > 0,

u = φ x ∈ Ω(0),

where

Ω(t) : domain of R2 , ∂Ω(t) : boundary of Ω(t),
κ = κ(x, t) : curvature of ∂Ω(t),
V = V (x, t) : normal velocity of ∂Ω(t),
n = n(x, t) : outward normal vector to ∂Ω(t),

g(·) : smooth function, w(t) = C0 −
∫

Ω(t)
u dx

k1, k2, A, B, C0 : positive constant, φ(x) : initial data.

In (P), u(x, t) is an unknown function depending on space and time, and the
function represents a F-actin which assumes the role of bones and muscles
in the body of amoebae. w(t) represents a G-actin which is produced by
F-actin. This model is mainly constructed by the law of conservation of
mass and the relationship between G-actin, F-actin and the normal velocity
of the boundary ∂Ω(t):

ut + div(uv) = k1w(t) − k2u, V = v · n + g(u)w(t).

��
��

�

Figure 1: Chemical reaction and Motion of amoebae

2 Motivation

In Umeda’s model, chemotactic substance gives amoebae a positive effect
[Figure 2]. Therefore, the function g which represents the activity of a chem-
ical reaction is positive. However, there are some chemotactic substance
which also give amoebae a negative effect [Figure 3]. Now we consider the
situation that there are such a substance around amoebae, and we try tak-
ing g as a negative function. Then we expect amoebae to become smaller.
However, it is natural for amoebae not to become smaller than a certain size.
We predict the sign of the function g on the basis of asymptotic behavior
in some special conditions.

����������

Figure 2: Case of positive effect

����������

Figure 3: Case of negative effect

3 Main Result

Let |x| = r, v(r, t) = u(x, t) in (P), then (P) becomes

(RP)

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∂v

∂t
= vrr + vr/r + k1w(t) − k2v r ∈ (0, s(t)), t > 0,

v = 1 + A/s(t) + Bṡ(t) r = s(t), t > 0,

ṡ(t) = −vr + g(v)w(t) r = s(t), t > 0,

vr = 0 r = 0, t > 0,

v(r, 0) = φ r ∈ (0, s(t)),

where s(t) is an unknown function depending only on time, and the function
represents the radius of the circular domain which is the body of amoebae.

Definition 1. A pair (v, s(t)) is said to be a solution of (RP) if there exists
T > 0 such that

(v, s(t)) ∈ C2+α, (2+α)/2

⎛

⎝
⋃

0≤t≤T

[0, s(t)] × {t}
⎞

⎠ × C(3+α)/2([0, T ])

satisfies (RP) for some α ∈ (0, 1).

Assumption 1. We assume that the initial data satisfy the following con-
dition:

s(0) ∈
(

0,
−A +

√
A2 + 4C0/π

2

)
, maxr∈[0,s(0)] φ = φ(s(0), 0),

φ(r, 0) > 0, C0 − 2π
∫ s(0)
0 rφ dr > 0.

Then we have the following results:

Lemma 1. Let (v, s(t)) be a solution of (RP) and the initial data satisfies
Assumption 1. Moreover, g(v) is depend only on time and satisfies

0 > g > − 1
BC0

.

Then v > 0, w(t) > 0, ṡ(t) < 0 for all t ∈ [0, T ].

Theorem 1. Suppose that the initial data satisfy the same assumption as
in Lemma 1 and

k1C0

k2
< φ(s(0), 0).

Then

maxQT
v = max0≤t≤T v(s(t), t).

Moreover, if T = ∞, then s(t) → 0, maxr∈[0,s(t)]v → ∞ as t → ∞.

Remark 1. From Lemma 1 and Theorem 1, if g is negative at any time,
we may construct an extinction solution. Therefore, if the model (P) have
validity from a biological viewpoint, we expect the sign of g to be non-negative
when amoebae is smaller than a certain size.
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Abstract

We consider the asymptotic behavior of the solution to the Cauchy problem
for the Nernst–Planck type drift-diffusion equation arising from the plasma
dynamics model. For our problem, it is already proved that the time global
existence and decay of the solution. We also show an asymptotic expansion
of the solution as t → ∞.

1 Introduction

We study the following Cauchy problem for the drift-diffusion equation.

(1)

⎧
⎨

⎩

∂tu − Δu + ∇ · (u∇ψ) = 0, t > 0, x ∈ R
3,

−Δψ = −u, t > 0, x ∈ R
3,

u(0, x) = u0(x) ≥ 0, x ∈ R
3.

The drift-diffusion equation is the model of a plasma dynamics. The un-
known functions u = u(t, x) and ψ = ψ(t, x) denote the density of charges
and the potential of statistic electric field, respectively.

The well-posedness and the global existence of solution are already
proved([5]). The mass conservation and Lp-decay estimate for the solution
to (1) with large initial data were derived. Moreover, the effect from the
non-linear part decays faster than the top term from the linear part([4]).
Namely, the estimate ‖u(t) − MG(1 + t)‖p = o (t−γ) (t → ∞) holds for
1 ≤ p ≤ ∞, γ = 3

2(1 − 1
p), where G(t, x) := (4πt)−3/2e−|x|2/(4t) and

M :=
∫

R3 u0(y)dy.

2 Main Result

Now, our main concern here is the second asymptotic expansion of the so-
lution. For u0 ∈ L1

2(R
3) ∩ L∞(R3), where L1

2 := {f ∈ L1 | |x|2f ∈ L1}, we
introduce the following functions:

V0(t, x) :=G(t, x)
∫

R3

u0(y)dy, V1(t, x) := ∇G(t, x) ·
∫

R3

yu0(y)dy,

J(t, x) :=
∫ t

0
∇e(t−s)Δ · (V0∇(−Δ)−1V0)(s)ds,

K(t, x) := − 1
3

log(1 + t)ΔG(t, x)
∫

R3

y · (V0∇(−Δ)−1J

+ J∇(−Δ)−1V0)(1, y)dy.

Then the following estimate holds.

Theorem 1 ([9]) Let u0 ∈ L1
2(R

3) ∩ L∞(R3) and u0 ≥ 0. Then for
1 ≤ p ≤ ∞, γ = 3

2(1 − 1
p), the following estimate holds

(2) ‖u(t) − V0(t) − V1(t) − J(t) − K(t)‖p = O
(
t−γ−1

)
as t → ∞.

Moreover, the functions J and K satisfy J,K 
≡ 0.

We should denote that the functions V0, V1, J and K satisfy the following
equalities for any λ > 0:

λ3V0(λ2t, λx) = V0(t, x),

λ4V1(λ2t, λx) = V1(t, x), λ4J(λ2t, λx) = J(t, x).
(3)

Theorem 1 states that the asymptotic expansion of the solution to (1)
contains logarithmic term at the rate t

− 3
2
(1− 1

p
)−1.

There are very much related model called the Navier–Stokes equation and
the Keller–Segel equations. They appears in a model for the incompressible
fluid flow and the chemotaxis respectively. For the Navier–Stokes equations,
an asymptotic behavior of the solution was considered ([1, 2]). In the case of
the Keller–Segel equation, it was shown that there exists a special term likes
J(t) in an asymptotic expansion of the solution ([3, 6]). Moreover, in the
even-dimensional cases, the asymptotic expansion of the solutions contains a
logarithmic term at the rate t

−n
2
(1− 1

p
)−n+1

2 ([8]).

3 Outline of the Proof

In order to prove Theorem 1, we see the first asymptotic expansion estimate
for the solution.

Proposition 2 (cf.[7]) Under the same assumption as in Theorem 1, the
following estimate holds for 1 ≤ p ≤ ∞ and γ := 3

2(1 − 1
p);

‖u(t) − V0(1 + t) − V1(1 + t) − J(1 + t)‖p ≤ C(1 + t)−γ−1 log(2 + t).

To have an estimate for ∇ψ, we prepare the following Sobolev type estimate.

Lemma 3 (Hardy–Littlewood–Sobolev’s inequality) Let f ∈ Lp(R3)
for 1 < p < 3. Then ∇(−Δ)−1f ∈ Lp∗(R3) and ‖∇(−Δ)−1f‖p∗ ≤ C‖f‖p

for 3/2 < p∗ < ∞ with 1
p∗ = 1

p − 1
3 .

The Cauchy problem (1) is equivalent to the following integral equation:

(4) u(t) = etΔu0 +
∫ t

0
∇e(t−s)Δ · (u∇(−Δ)−1u

)
(s)ds, t > 0, x ∈ R

3,

where {etΔ}t≥0 is the heat semigroup. A combination of Proposition 2 and
Lemma 3 immediately gives

u∇(−Δ)−1u ∼ V0∇(−Δ)−1V0 + V0∇(V1 + J) + (V1 + J)∇(−Δ)−1V0.

Then the nonlinear part on the right hand side of (4) converges to
∫ t

0
∇e(t−s)Δ · (u∇(−Δ)−1u

)
(s)ds

∼
∫ t

0
∇e(t−s)Δ · (V0∇(−Δ)−1V0

+V0∇(V1 + J) + (V1 + J)∇(−Δ)−1V0)(1 + s)ds

∼
∑

|β|=1

∇β∇G(t, x) ·
∫ t

0

∫

R3

(−y)β(V0∇(−Δ)−1V0

+ V0∇(V1 + J) + (V1 + J)∇(−Δ)−1V0)(1 + s)ds,

(5)

where we use the Taylor expansion. The right hand side of (5) contains a
logarighmic term K. Indeed, by the scaling arguments (3), we have

∑

|β|=1

∇β∇G(t, x)
∫ t

0

∫

R3

(−y)β(V0∇(−Δ)−1J + J∇(−Δ)−1V0)(1 + s, y)dyds

=
∑

|β|=1

∇β∇G(t, x)
∫ t

0
(1 + s)−1

∫

R3

(−(1 + s)−1/2y)β
(
V0∇(−Δ)−1J

+ J∇(−Δ)−1V0

)
(1, (1 + s)−1/2y)(1 + s)−3/2dyds

= − log(1 + t)
3∑

j=1

∂2
j G(t, x)

∫

R3

ηj(V0∂j(−Δ)−1J + J∂j(−Δ)−1V0)(1, η)dη

where we put (1 + s)−1/2y = η and use the relation
∫

R3 ηj(V0∂k(−Δ)−1J +
J∂k(−Δ)−1V0)(1, η)dη = 0 (j 
= k) in the second equality. This term gives
the desired function K since the following relation holds:

∫

R3

ηj(V0∂j(−Δ)−1J + J∂j(−Δ)−1V0)(1, η)dη

=
1
3

∫

R3

η · (V0∇(−Δ)−1J + J∇(−Δ)−1V0)(1, η)dη (j = 1, 2, 3).

Applying Perseval’s equality, we can confirm that
∫

R3 η · (V0∇(−Δ)−1J +
J∇(−Δ)−1V0)(1, η)dη 
= 0.
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Medical technology and surrogate decision-making 

Haruka HIKASA (Philosophy D3, Tohoku University)

1. INTRODUCTION 

With regard to medical technology it is bioethics which 

emphasizes the principle of respecting the autonomy of the 

individual. Yet, in the case of doubtfully autonomous or 

non-autonomous patients the principle of bioethics may not be 

granted or even be absent. In this presentation, I wish to discuss 

the framework of standards for surrogate decision-making in 

order to make decisions on behalf of individuals incompetent to 

seek decisions on their own. 

 

2. INCOMPETENT PATIENTS AND STANDARDS FOR SURROGATE 

DECISION-MAKING 

In the case of some patients only insufficient autonomy is 

granted or may even be absent.  

 Ex. persistent vegetative state patients, dementia patients 

                         → formerly competent patients 

newborns suffering a serious illness 

                   → never competent patients 

Two types of standards for surrogate decision-making in 

Bioethics 

[a] The Pure Autonomy Standard 

(←The Substituted Judgment Standard)  

[b] The Best Interests Standard 

 

3. THE PURE AUTONOMY STANDARD AND ITS PROBLEMS 

This standard requires the surrogate decision-maker to formulate 

a decision for formerly autonomous, now incompetent patients 

based on the patient’s prior autonomous preferences (precedent 

autonomy). 

→ ・The decision might be made based on values held by the 

patient that are little relevant to it 

   ・The precedent autonomous preferences might conflict with 

the interests of the patient 

    ・The preferences or choices of the reasonable (competent) 

people could be different from the preferences or values of 

the incompetent people 

 

4. THE BEST INTERESTS STANDARD AND ITS LIMITS  

This standard requires the surrogate decision-maker to 

determine the option that result in the highest net benefit for 

incompetent patient by evaluating burdens and benefits of the 

available options. 

→  ・The decisions might fail to reflect the patient’s subjective 

benefits, because surrogate decision-makers evaluate 

benefits and burdens, more or less, dependently on 

objective judgment (QOL chosen by a reasonable 

person) 

   ・Whether the burdens should be limited to physical pain and 

suffering 

 

5. TOWARDS A NEW METHOD OF SURROGATE DECISION-MAKING 

1) In evaluating the result of medical interventions for incompetent 

patients, surrogate decision-makers must attempt to ascertain the 

patient’s present point of view 

→  cognitive science and neuroscience might be useful for 

interpretations of this present point of view 

2) Surrogate decision-makers take the patient’s present benefits 

(preferences, experiential interests) and the precedent autonomy 

(formerly preferences, values, perspectives) into consideration in 

order to make decisions on behalf of formerly competent patients. 

→  the need to distinguish the patient from the person who he/she 

used to be, while at the same time regarding the patient as a 

person who continues to live a human life 

3) With regard to  1) and 2), not only the physical but also the 

mental (spiritual) pain and suffering of the incompetent patient 

should be included in the assessments. 

4) Surrogate decision-makers assume that some medical 

interventions will be extreme terror on patients who are unable to 

understand the reasons for these burdens (ex. invasive or 

immobilizing treatments) 

5) Protecting and promoting the abilities which still held by 

incompetent patients. These abilities must be regarded as 

important. 
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Hume’s empiricism and the experimental method of reasoning
SUGAWARA Hiromichi (Philosophy, D1)

Graduate School of Arts and Letters, Tohoku University
Introduction

Hume intended to introduce the experimental* method of reasoning into moral subject, a method of which Isaac Newton successfully provides a secure foundation in the natural
philosophy. As is commonly known, Hume confines, in his works, our speculations to our perceptions, namely in empiricistical terms of impressions, and the copy of them, that is
ideas. Therefore his claims place emphasis on the importance of phenomenal resources given to us by experiences. According to him, if we engage in the study of real nature and
the operations of the external world beyond experiences, we would encounter serious difficulties. Yet, it seems that hume has not necessarily the faithfulness in his own
statements with regard to the empiricistic doctrine. It is here, that I argue, that we can reconsider Hume’s empiricism.

Two empiricisms in moral sciences

Hume’s empiricism is interpreted in various way. D.Garrett finely divides the characters of Hume’s empiricism into five kinds: such as methodological, conceptual, nomological,
explanatory, and reductive empiricism (Garrett: 29-38). I take out two empiricisms from them that correlate with the following arguments.

1. Methodological empiricism
Hume writes in his Treatise that ‘the only solid foundation we can give to this science itself must be laid on experience and observation’ (THN: xvi). Garrett construes Hume’s
attitude that ‘observation should be the main determinant of theory, and that, in case of apparent conflict, theory should generally be revised to accommodate the interpreted
observations, …’ (Garrett: 30). That is to say, the theory of science of man has acceptability of revision in response to observations.

2. Conceptual empiricism
According to Garrett, it is ‘the view that the semantic content of thought is always fully derived from things or features of things as they have been encountered in sensory or
reflective experience’ (Garrett: 33). Hume considers his Copy Principle as that ‘all our simple ideas in their first appearance are derive’d from simple impressions, which are
correspondent to them, and which they exactly represent’ (THN: 9).

Newton’s four rules of scientific reasoning

Newton originally thoughts that ‘the basic problem of philosophy seems to be to
discover the forces of nature from the phenomena of motions and then to
demonstrate the other phenomena from these forces’ (MP: 382). What he seeks out
is not the ultimate nature of forces of nature, but the forces of nature insofar as
nature revealed by experiment and observations. After demonstrating the
mathematical principles of the laws and conditions of certain motions, and powers or
force in Philosophiae Naturalis Principia Mathematica, he first gives rules for the
study of natural philosophy to demonstrate the frame of ‘the System of the World’
(MP: 794-796).

Rule 1:
No more causes of natural things should be admitted than are both true and
sufficient to explain their phenomena.

We could call it a principle of simplicity. Newton’s commentary on the first rule
above is that ‘…more causes are in vain when fewer suffice. For nature is simple
and does not indulge in the luxury of superfluous causes’. Hume says in his Treatise
that ‘we must endeavour to render all our principles as universal as possible, by
tracing up our experiments to the utmost, and explaining all effects from the simplest
and fewest causes, …’(THN: 5). (We may associate this understanding with the
principle of Ockham’s razor.)

Rule 2:
Therefore, the causes assigned to natural effects of the same kind must be, so
far as possible, the same.

This rule clearly influences Hume’s fourth rule in ‘Rules by which to judge of
causes and effects’: ‘The same cause always produces the same effect…’ (THN:
116). In An Enquiry concerning the Principles of Morals, Hume refers to this rule as
‘Newton’s chief rule of philosophizing’ (EPM: 98).

Rule 3:
Those qualities of body that cannot be intended and remitted and that belong
to all bodies on which experiments can be made should be taken as qualities
of all bodies universally.

This rule was added in the second edition of MP. We could call it a principle of
universality. The content of this rule seem to be conveyed as Hume’s positive
attitude toward inductive reasonings supported by his association of ideas, rather
than negative one that falls into skepticism.

Rule 4:
In experimental philosophy, propositions gathered from phenomena by
induction should be considered either exactly or very nearly true
notwithstanding any contrary hypotheses, until yet other phenomena make
such propositions either more exact or liable exceptions.

This rule was added in the third edition of MP. Newton’s commentary on the last
rule above is that ‘This rule should be followed so that arguments based on
induction may not be nullified by hypotheses’. Newton’s insight here is that we
should give a certain authority to the method of induction, which makes provisional
propositions possible. Hume argues the same many times. Newton appears to
accept a priori principles in rules 1, 2, and 3. But, as E.A.Burtt said, Newton restricts
them by fourth rule within narrower limits (Burtt: 194).

Assumptions of Hume’s Arguments

There are several notable arguments in the work of Hume which seem not to be
genuinely based on his empiricism, and which are concerned with the existence of
body, and the existence of power or force. These arguments, I think, underlie the
empiricistical arguments as an assumption or belief. That is to say, they are tacit
understandings for Hume. Therefore they need to be received in his studies without
verification. And it seems that Hume uses the term ‘necessity connection’ as
determination of the mind, and the term ‘power’ or ‘force’ as unknown quality of
objects.

1. Arguments concerning the existence of body

(1) I need not observe, that a full knowledge of the object is not requisite, but only of
those qualities of it, which we believe to exist (THN: 116).

(2) …’tis in vain to ask, whether there be body or not? That is a point, which we must
take for granted in all our reasonings (THN: 125).

2. Arguments concerning the existence of powers or forces

(3) The operations of nature are independent of our thought and reasoning, I allow
it; … (THN: 113).

(4) The scene of the universe are continually shifting, and one object follows another
in an uninterrupted succession; but the power or force, which actuates the whole
machine, is entirely concealed from us, and never discovers itself in any of the
sensible qualities of body (EHU: 136).

These descriptions are neither grounded on a priori knowledge or principle of the
external world, nor are they grounded on his empiricism that would have been
influenced by Newton, in that Hume does not properly employs the experimental
method of reasoning. They are rather our ordinary belief or assumption, on which
we speak and behave in daily life, and with which scientific investigations begin.
These thoughts maintain the view of naïve causal realism proposed by G.Strawson
that though we cannot perceive the necessary connection between objects, it
nevertheless really exists (Strawson: 31-48). And this interpretation is partly due to
the view of contextualism suggested by M.Williams that claims relativity between
ordinary or scientific statement and skeptical statement. (Williams: 22-31).

Conclusion

Hume’s empiricism is based on ordinary assumptions or beliefs, but they needs not
to be verified, because they make all the reasoning possible.

Hume’s experimental method of reasoning is influenced by Newton’s fourth rule, in
that they acknowledge the authority of the provisional character of induction, in the
same manner, as a conductive principle in moral sciences.

Though Hume believes in the existence of the external objects or real powers, he
has to adopt agnosticism concerning them in his empiricism. Because his aim of
science of man is to provide a secure and solid foundation for moral sciences.
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Footnote
* At that time, the term ‘experiment’ had two meanings: As an ‘experiment’ in natural science, and
as an ‘empirical fact’. Hume mainly employed the concept based on its second meaning.
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Epistemic Deference and Transmission of Knowledge

NIHEI Mariko (D3, Philosophy Faculty of Arts and Letters, Tohoku University)

Introduction
Suppose the following case …

Strange as it may seem to the non-philosopher, mainstream epistemologists have paid 
little attention to the phenomenon of epistemic dependence or intellectual division of 
labor. The aim of my research is to advance a new epistemological theory to explain 
this phenomenon and to provide a vivid description of the social-public character of 
knowledge. For this aim, in this presentation, I focus on the following three works  in 
order to show how the traditional epistemology does not  keep in step with the 
situation of ‘epistemic dependence’ which is to be a commonplace affair in our time.
1.)I present  the  conception of ‘epistemic dependence’  suggested by John Hardwig.
2.) According to Hardwig, if we receive ‘epistemic dependence’ then we must  face the 

dilemmatic choice between  two epistemological models . I will point out that both 
options are  incomplete.

3.) I clarify that Hardwig falls into this dilemma because he has not perfectly  freed 
himself  from the old epistemological obsession and that if we would abandon this 
obsession  the dilemma could be eliminated.

A
A quark is a 
fundamental particle.

B

what  is quark ? 
what is counts as a 
fundamental 
particle…?
But …I believe that 
a quark is a 
fundamental 
particle…

We believe in countless expert claims without being 
able to confirm their truth and in many cases we lack 
the necessary competence to do so. It is difficult to 
acquire all relevant evidence concerning particular 
situations by ourselves because we do not go 
through extensive specialized training.  

Does B  Know that a quark is a fundamental particle? 

Expert in particle 
physics

Non-expert
(non-scientists)

1.) Hardwig’s insistence on epistemic dependence
In Hardwig [1985]:
• According to traditional epistemology, one can only have 
rational reasons for believing p, if he has evidence for p; 
and evidence is anything that establishes the truth of p.
•But, in our culture, the more is known that is relevant to 
the truth of one’s beliefs the nor anyone is able to know 
by himself. 
•Therefore, we can never avoid some epistemic 
dependence on experts. 

Non-expert B can acquire knowledge of some 
proposition p from expert A, even though
(a) B has not performed the inquiry capable of providing 
the evidence for p, 
(b) B is not competent to perform that inquiry,
(c) B is not competent to assess the merits of the evidence 
provided by A,
(d) B cannot understand what p means.
•We must say that B’s belief is rationally justified and B 
knows p if we do not want to receive that a very large 
percentage of beliefs in this complex culture are irrational.
•According to Hardwig, to accept this conception of 
epistemic dependence is to deviate from  the traditional 
epistemological view.  Instead of the old view, he suggests  
two  options: the epistemic deference model and the 
epistemic community model.

*This naming is not by Hardwig but by my own.

B

2-1.) The epistemic deference model
In this model, the individual knower needs not to posses direct 
evidence for knowledge ,but the knower can only be an 
Individuals.
• B knows p, if, B epistemologically defers to A. 
• Non-expert B must obey expert A’s opinion to acquire

rationally warranted beliefs about p.  
• By yielding to A, B is justified to belie p.

* This model is compatible  with reliabilism.
Is deference  not an all-or-nothing affair but a matter of degree?
Authoritarianism…?
Infinite regress or begging the question about “who is expert? “
Helpless against difference of opinions between competing experts.

*Brewer[2006] suggests a procedure  in order to check the reliance about expert’s testimony.     

A

Epistemic 
deference

2-2.)The epistemic community model

A B
p is true

we know that p

• In this model  the primary knower is not   
individual A or B but community of A and B.
• p is known not by any person but by the 
community. Thus,  members of group   
cannot say that ‘I know that p’, but only 
‘We know that p’.
•By belonging to the epistemic community, 
each member’s belief  is justified believing 
p.  

• Hardwig does not  define what the criterion for an epistemic community is.  
•Granting that p is common knowledge of communities,  this is not to mean expert A and non-expertB
have  the same information about p. 
• When something is transmitted as knowledge, A and B are already standing in a normative context. 
(Ex. teacher-student, doctor-patient, that is, the context of ‘epistemic deference’? )

3.)  Tentative  conclusion: 
Drawing the moral from Hardwig’s story

I know that p

I know that p

Direct evidence 
for p  

?

?

Knowledge and its evidence are common 
property of the community

no evidence

Should we make a decision in favor of either one? Perhaps not. Surely, Hardwig points out  the narrow conception of evidence in old 
individualistic  epistemology  and presents the new direction towards a  socialistic epistemology. Yet he remains too conservative because 
he endures the old notion of ‘knowledge’. He seems to treat knowledge as something non-temporal and to suppose that knowledge itself is 
invariable through the transmission from one person to another. In other words, supposing that  p could be known, that is that p is 
knowledge, then for all positive knowers (whether individuals or not) who know p posses p while those who do not know p do not posses p. 
However when we abandon this assumption we need not to faces the dilemma between an all-out deference to experts and a posit  
community as one whole epistemic subject. (Like Kusch[2002], we can define knowledge  as a kind of entitlement and commitment among 
persons concerning testimony. )Obviously, there is some epistemic deference in our culture. But I think that ‘deference’ is constructed in 
dynamic processes of transmission of testimony among members of a community. Therefore, I argue that ‘knowledge’ represents not 
something fixed-timelessness but something  historical-variable,  just like deference.     

This model retains the intuition that the knower must possess evidence within 
himself, but permits a ‘community’ or ‘group’ to count as knowers. 
* This model represents a kind of naïve communitarian epistemology. See Welbourne[1981]  and 
Kush[2002]
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The Finiteness of Human Beings and the Role of Technology 

1. INTRODUCTION 

This study explores the meanings of technics for human 

beings with regards to “reliability” or “durability” that 

technology creates.  

2. HUMAN BEINGS AS “LIFE” 

In the first place, organisms fight and eat each other. 

“Life” (in German: Leben) produces the tissues of itself 

and survives after these die. Human beings live in the 

same fashion.  

→We fight for survival, kill other lives, and produce 

children who live over the death of their parents. In this 

process, we cannot help feeling the finiteness of 

ourselves. 

Thus T. Hobbs and G. W. F. Hegel argued that human 

beings want to overcome this natural process(ex: 

excessive emotions like fear). For this purpose, we need 

to find a way for continuous control of nature. Such 

techniques include politics and science technology 

(politics and science are fundamentally related to each 

other in this point). 

3. MAGIC AS PRIMITIVE TECHNOLOGY 

Parents maintain themselves by producing their children, 

and the family exists longer than their individual members. 

According to Hegel, this durability gives human beings a 

most primitive and elemental intuition of “eternity”. 

(Therefore we tend to favor whatever is stable and 

continue to exist longer than we do.) 

→Thus, magic as the primitive technology took a role of 

protecting people against the fierceness of nature―and 

this force was God for them. He was a king who could 

handle the magic. He provided his people with 

“durability” of their family. 

4. MODERN STATE OF AFFAIRS 

In modern times, in “the twilight of the faith in God” (M. 

Horkheimer), the power of magic ceases to exist. But is it 

only the magic that extinguished?  

 The kingship extinguished as did the conventional 

family. (Hegel foresaw this fact in the early 18th 

century.)―“Falling down of all the value” (F. Nietzsche). 

As J. Habermas argues, that “securalization” and 

“demagicalization (in German: Entzauberung)” are the 

back of rationalization and only the abstract political 

power remains without old-fashioned kings. 

5. WHAT KIND OF TECHNOLOGY IS THE GREATEST 

CONCERN TODAY?-AND ITS REASON 

From the point of practical significance, technology 

encompasses a deep relation with the hope for durability 

(speaking metaphysicaly, “eternity”!) － in short, the 

continuance of family, the stability of everyday life －

against life’s changeability or ambiguity. (“Life against 

death”－  Norman. O. Brown) 

→For that reason, one of the deepest interests in science 

technology at present concentrates on reproductive 

technologies. And in this sense, as A. Gehlen has 

pointed out, the reason for why human beings come to 

depend on petrochemistry becomes obvious. Because 

this technology is more stable than other natural things. 

6. “THE ETERNAL IRONY” 

  On the other hand, economical changes in modern times 

demand from us “the quickness to adapt, ability to 

correctly react to stimuli and specialized skill” 

(Horkheimer). But we know that the family represents 

something that we cannot substitute artificially. In this 

sense, Hegel calls the characteristics of the family “the 

eternal irony”, as long as it is opposed to human work, 

because the community and society where the 

rationality has a meaning depend on members of the 

family. 

If we cannot go back to ‘good old times’, then we should 

reconsider the meaning of technology into which human 

beings lay their hopes, over and over again. 
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What is ethically in Biogenetics?

1. Introduction
In this presentation, I will try to precise the ethical problems that may be 

posed with particular scientific breakthroughs such as success in decoding 
the human genome. First, I will elaborate on what such scientific advances 
can bring about. Second, I am going to mention general, ethical oppositions 
against it. Finally, I will propose problems that this opposition unconsciously 
hides, and that we should really consider.

2. Situations that progress in biogenetics can bring about

and general, ethical oppositions against them
The main consequence of the scientific breakthroughs in biogenetics is 

the end of “humanity”. Once we know the rules of its construction at the 
level of the genome, human organisms are transformed into objects 
amenable to manipulation. Human beings are not mysterious and they are 
regarded as material objects which act by the laws of physics. Of course, 
this idea is not new, but it is serious in the sense that it is true at the level of 
genomes which are our most basic components. This means that our 
behavior is only a result of the program of genomes even if (we believe) we 
act freely or autonomically.

Against this, opposition has been expressing arguing that the very heart 
of one’s identity as a person could be destructed in such cases. Moreover, 
the concept of education could also be destructed given the fact that we 
think that we develop our moral identity through education. However, 
according to ultimate consequences which natural sciences has, human 
beings act by the rules of genomes no matter how they educate themselves 
and form their moral identity. The notion of education may be rendered 
meaningless. As a result, for example, there would be a society that has 
intention to fight crime through direct biochemical or biogenetic 
intervention instead of imprisonment at hard labor. The criminals would be 
compelled to take medications against excessive aggression or be 
administered to biogenetic manipulations to remove their aggression itself 
from their personalities. Literally, they would be reformed.

3. Persisting in old ethics is not ethical
However, it is false to assert that technology such as biogenetic 

manipulations should be restricted for preserving the fundamental 
humanity. It is a fetishistic splitting attitude: you ignore it while you know it. 
That is to say, “I know very well what science claims, but, nonetheless, in 
order to retain [the appearance of] humanity, I choose to ignore it and act 
as if I don’t know it”. This attitude prevents us from confronting the true 
question: ‘How do these new scientific conditions transform and reinvent 
the very human nature such as freedom, autonomy, and dignity?’

Descartes called (the persistence of) the old ethics the “provisional ethic”. 
The reason why it is called “provisional” is that a new horizon is opening 
now. To take a step toward a new field is to lose our previous foundation 
and to stand on our own legs without any support. It represents a crisis. In 
order to evade it, it is necessary to put ourselves into our previous custom 
or convention again and for the last time. However, it is not to protect the 
old foundation but to construct the new one. Once we know it, there is no 
return to innocent ignorance. We have to tarry in the new reality and 
accept it rather than to evade or conceal it. Persisting old ethics is in fact 
not ethical attitude. It is attempting to constitute new ethics on the new 
field that is truly ethical attitude.

4. What is ethically problematic in biogenetic breakthroughs?
Let us consider the above mentioned example of “reformation”. What 

would happen if a criminal immediately returned to his society on condition 
that he takes medications against his own aggression, instead of receiving a 
sentence of imprisonment? Certainly, people would consider it to be 
difficult to accept him much more than a person that receives a sentence of 
imprisonment. Why? That is because people would think he can control his 
own aggression not autonomically but heteronomously. In other words, 
medications are thought to be “external” manipulation, not his proper 
personality. We have valued the human’s interior or inherence and thus 
estimated education or training as forming it. In short, he would still be 
regarded as a dangerous person essentially (without medicine).

Finally, let us go one more step further in this example. It is easy to judge 
drugs that we have just mentioned as external. Now, what would happen if 
he came to be able to autonomically control his own compulsion through 
intensified training, whereas he had taken medicine to enable him to 
endure struggle or agony during the training? Moreover, as I have 
mentioned above, what would happen if his personality itself was 
reformed? In a word, can we draw a line of division between the internal 
and the external within an individual? It is this blurring of the borderline 
that scientific advances such as biogenetics may bring about. It seems to be 
an authentic question of philosophy to consider what humanity is under 
that condition at all. This is the very problem that should be reflected and 
responded as being the truly ethical one.

Takuma OBARA (Philosophy, D3, Tohoku Univ.)



The Ontological Genesis of the Theoretical Attitude 

Tetsurou YAMASHITA (Tohoku University) 
 

If we conceive scientific activities radically, that is in terms of the ontological structure of the human being, we may understand that science is not the primary 
way of our being but a modification of practical activities in everydayness. In this presentation I will sketch the process of the ontological genesis of the 
theoretical attitude. In doing so, I am dependent heavily on Martin Heidegger’s ontological insights regarding the human being. 

.  The Structure of the Understanding of Being 

 Human beings exist, 
understanding being of  
beings (entities). 
Understanding has the structure 
in which we project beings 
toward their being (horizon). 

Being (horizon) 

Entity 

Projection of entity 
toward its being(horizon) 

. T  Way in which We are Concerned with Beings 

                    Practice 
(Primary way of concernment) 

                        Science 
(secondary way of concernment) 

(ontological genesis) 

       Change  
  of the horizon  
   toward which  
we project beings 

Practical horizon 
(practical context) 

Theoretical horizon 
 (the whole object) 

Tool etc. Theoretical object 

.  Attitude 

hammer 

nails 

Wooden 
boards 

bookshelf 

books 

 Tools occupy their own proper places, related with other specific tools in each 
practical context (a connection of purposes). I call this way of being in which 
tools exist extremely context-dependently, “availableness” (readiness-to-
hand). 
 In practices, we can discover unthematically various properties of the available 
beings in terms of our purpose in each context. The discovered properties are 
pluralistic according to their context.  

(to hit) 
(to combine) 

(to make) 

(to put  
Books back) 

Availableness and Discovery of the Available Beings 

(to read) 

hammer 

(projection) 

(e.g. when we use a hammer) 

:context 

:tool 

:connection of purpose 

(plurally dimensional discovery) 

(e.g.) 
“placed properly”(for work) →place (pre-geometrical aspect), 
“too heavy” (to hit the nails)→ weight (pre-physically aspect), 
“suitable” (to hit something hard) → material (pre-technologically aspect),etc. 

Those properties can, however, be discovered only in a 
definite practical context; that is, the available beings don’t 
beforehand have properties without practical context, such as 
physical weight or spatial position etc. The properties of the 
available beings are regulated and structured according 
to their context. They don’t have the same degree of clarity; 
which aspect should be centered or put on the periphery, or 
which property in the centered aspect should come to the fore, 
and so on, are all determined according to practical attitude. 
Thus, in practices “subject” is extremely involved in 
practical context; subject should behave and take the 
viewpoint as the context demands. 

:connection of tools  
:connection of behaviours  

Both connections are interwined, 
foming the connection of purposes. 
Subject is involved in it,  
behaving along it on the one hand  
and functioning  as the end of it on the 
other. 

. Change into Theoretical Attitude 

tool 

Subject 

context 

1. Change of Understanding of Being  
 Theoretical attitude is formed through the change from 
availableness into “forwardness-to-hand”, the way of being in which 
beings exist constantly, independent of subject in practical context. 
Forwardness-to-hand is formed through the release of subject from 
the involvement in practical context.  

projection projection 

2. Formation of Theoretical Attitude 
 “Moving-boundaries-away” invalidates practical context; thus, all the viewpoint 
(aspects) which have already been built in this context are released, without being 
regulated according to practical context. From these viewpoints each, we can divide 
the wholeness of objects into the various fields of sciences (space, matter, life, 
history and so on). Theoretical attitude is formed through this operation. 

 
 

(separated) 

tool 

object 

This change into forwardness-
to-hand contains “moving-
boundaries-away” 
(“Entschränkung” in German). 
This operation removes the 
boundaries between the 
proper places of available 
beings, and changes various 
places(environmental) into 
uniform positions (spatial). 
Through this change, beings 
lose their practical context 

(or availableness) and appear as the wholeness of independent objects. 
Subject is independent of objects; thus he/she can take an optional 
viewpoint voluntarily. 

Entschränkung 

Independent 
   subject 

subject 

practical context 

the whole object (free viewpoint) 

life 

matter 

space 

field of  
biology 

Field of 
physics 

Field of 
geometry 

the whole object 

projection division 

(e.g.) 
 Each field of science is understood from a 
single viewpoint (monistically). Because 
subject is free from involvement in practical 
context, subject can take an optional 
viewpoint and discover optional properties 
which have already been understood, but not 
clearly. By fixing a viewpoint, we can 
articulate the field more clearly and minutely 
than we can expect in everyday practices.  

For example, mathematical physics finds its field by discovering in advance the consistently existing beings(matter) and then 
noticing previously their constituent moments specifiable quantitatively (ex. motion, force, position, time).This operation is 
called the mathematical projection of nature. Discovery of facts, organization of concepts, regulation of methods including 
experiments, decision of the form of arguments, and so on, are all possible under the light of this projection. 

Conclusion and Suggestion 
Because of its projection toward a specific viewpoint, 
theoretical attitude can discribe (a part of) nature in such 
clarity and preciseness that practical attitude cannot. 
However, we cannot constitute the genuine wholeness of 
nature by combining these right but partial pictures of 
nature. Theoretical pictures of nature are only results of the 
division of a specific viewpoint. Nature as it is, the source 
from which we can derive various viewpoints, always 
exceed theoretical discovery in abundance. The substance 
of nature is the possibility that we can derive various theory 
from it. So science cannot access being of nature in this 
sense. This is by no means a fault of science, but the price 
for its clarity and preciseness. From this standpoint, it is 
necessary to consider the validity of the conception of 
scientific comprehensive picture of nature, and to clarify 
ontological significance of scientific trurh, that is, 
significance of non-ontological truth of science. 
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Risk, uncertainty and the precautionary principle: How to deal 

with scientific uncertainty? 
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Introduction
Risk deriving from the development of science and technology

We are in need of risk analysis and management in order to coexist with risks, whose approaches are 
based on the theory of probability or statistics.          

Scientific uncertainty and risk management
We must assess the occurrence of undesirable events probabilistically or statistically.
There are some realms of science in which we cannot use such approaches because of a lack of 
sufficient knowledge with regard to complex phenomena (ex. global warming).   

Precautionary principle: an approach to risks
The precautionary principle(PP) requires that we should adopt approaches such as regulating or 

banning the use of chemical substances or new technology in order to protect the human health and 
the environment  despite the lack of sufficient scientific certainty.

PP is thought of as the principle which is to be applied in the issues of risk, under scientific 
uncertainty, concerning the severe and irresistible harm to the human health and the environment.

I wish to examine the notion of scientific uncertainty with regard to complex 
phenomena, and PP as a reasonable principle for decision making confronted with such 
uncertainty. 

Conclusions
• We are forced to deal with risk under uncertainty, for we can only recognize 

the occurrence of undesirable events in the future probabilistically or 
statistically. 

• We must perform risk management on the ground that there might be 
scientific uncertainty.

• PP does not disregard the role of science, but acknowledges the limitations 
of science and the confidence in science. 

• We should elucidate the ethical implication of PP and make PP more 
available in processes of policy-making so that moral theories can address 
issues of risk.
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Accordingly, we must make decisions concerning issues 
of risk under uncertainty of the occurrence of 
undesirable damage in the future.  

Uncertainty in risk management
Problematic of risk management
Such procedures as RCBA(risk-cost-benefit analysis)embody 

uncertainties; models used in RCBA are not always perfectly 
sophisticated models of real events.  

In principle, we never entirely know what happened, happens and 
will happen in the real world, which makes us more modest about 
our actions that might pose harm to the human health or the 
environment.

Negligence or underestimation of uncertainty of scientific 
knowledge or evaluation of risk might lead to the failure 
of risk management.

Example of failed risk 
management: BSE in UK

The government did not acknowledge the 
infection with BSE to humans at first.

The Southwood Committee’s Report recognized 
the slim possibility of humane infection with 
BSE.

The limits of our knowledge and science

Thus, scientific uncertainty is due to the 
plasticity or limits of our knowledge.

However, the government paid no attention to it, but overestimated 
the safety. Afterwards the government acknowledged the infection 

with BSE and the failure of risk management.

Attitudes towards uncertainty in science

Therefore, we, especially policy-makers, must keep in mind 
that science has limitations. 

Precautionary principle
The origin of the conception of PP
The cholera epidemic in London in 1854: John Snow, the founder 
of epidemiology, recommended removing the handle of the 
water pump in order to stop the cholera epidemic. (At that time, 
it was not proved that cholera was transmitted by polluted 
water.)  
This case may suggest that the conception of PP was known and 
applied earlier before PP has emerged in the 1970s.

The emergence of PP
PP has been adopted in the legislation for 
protection of human health and the 
environment. The most prominent and 
frequently cited version of PP is probably 
the 1992 Rio Declaration:

“In order to protect the environment, the precautionary 
approach shall be widely applied by States according to 
their capabilities. Where there are threats of serious or 
irreversible damage, lack of full scientific certainty shall 
not be used as a reason for postponing cost-effective 
measures to prevent environmental degradation.”

One of the most remarkable characteristics of PP is that even 
if there exist no full scientific evidences it is possible and 
legitimate to regulate or prohibit products or procedures 
which might pose serious and irreversible damage to human 
health or the environment.  

Criticism against PP
Opponents  of PP characterize the defect of PP as: 

1) The definition of PP is too vague to serve as a regulatory standard,  

2) PP forces decision-makers to pay unreasonable attention to 
extremely unlikely scenarios,

3) PP would lead to more risk-taking or another risk,

4) PP is a value judgment, not a scientific one, 

5) PP does not take science seriously and marginalizes the role of 
science in decision-making.

Objections against criticism of PP

Proponents of PP argue against each criticism:

4’) All decision rules including PP are value-based,

5’) PP is not based on science, but does not contradict science. 

Outlook for PP

Development of PP for better policy-making
In the Communication from the Commission on the Precautionary 
Principle(2000) the Commission of the European Communities 
noted that measures based on the PP:

based on an examination of potential costs and benefits of 
action or lack of action,

subject to review, in the light of new scientific data,
capable of assigning responsibility for producing the scientific 

evidence necessary for a  more comprehensive risk assessment.  

1’) Vagueness of PP does not necessarily imply uselessness in 
practice; PP may be given more precise formulations through 
elaboration and practice,

2’) PP is not willing to prohibit all actions which may pose harm; all 
actions may have unforeseen, more or less, harmful consequences, 
so it is impossible and unreasonable to ban all actions, 

The foundation of PP in philosophy and ethics

We should, therefore, explicate the ethical implication

of PP.

3’) The way of framing of the decision problem to which PP is applied 
might cause more risks; PP itself does not pose more risk,

Emergence and development of the concept 
of risk

We cannot obtain complete 
knowledge about future 
events; we can only anticipate 
future events probabilistically 
or statistically.

The magnitude of risk is calculated as the product of probability 
of the occurrence of undesirable events and severity of damage 
which they might pose.

The magnitude of risk
Probability of the
occurrence of events

Severity of 
damage=

As science is the process for exploring veiled realms, in cutting-edge 
research the scientific knowledge is incessantly renewed by new 
scientific discoveries.
There are, however, some cases where we cannot elucidate the causal 
mechanism of complex phenomena at the present time due to the 
complexity of phenomena(ex. global warming)

In regulating or prohibiting a certain product or procedure, it seems to 
be necessary to prove the causal relationship between products and 
the possible harmful effect.

As we know, since scientific knowledge might be renewed, we must 
not have too much confidence in science.

Philosophy might be able to argue ‘uncertainty’ in risk 
management in the light of philosophy of probability or statistics.

“Our current moral theories are not suitable to deal with 
issues of risk.”(Hanson,2007)




